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Chapter 1

Introduction

The FlexCode concept of flexible source coding poses irtegeshallenges for channel coding and
transmission. At a first glance, the variety of different¥@ede scenarios defined in [FleO7b] seems
to require not only a single, but several distinct channe&lecs for the different scenarios, transmis-
sion schemes and storage media. For instance, in storagar&se channel coding is not necessary,
but a strong compression of the data is required. To accemgliflexible, near-entropy compression,
arithmetic code§BCW90], [BCKO7] are frequently used. However, already gt bit error in the
arithmetically coded bitstream causes a complete decaderd and the loss of large parts of the origi-
nal data. This means that in wireless transmission scenatimng channel coding has to be employed
in order to guarantee error-free transmission. For thisaeain most of the current speech and audio
codecs the redundancy in the audio signal is removed usihgitpues like linear prediction and/or vec-
tor quantization [VMO06]. The concept abnstrained entropguantization, which is a candidate to be
used in the FlexCode source coder, leaves a large amounturidancy in the quantized signal. This
residual redundancy is then usually removed using starditaedcompression algorithms such as arith-
metic coding. Instead of removing this redundancy, the@encoder can leave the redundancy in the
bitstream and use it at the receiver to help combat any effatioduced by channel noise.It has been
shown that it is possible to efficiently exploit this resiltedundancy of the parameters in an iterative
Turbo-like process at the receiver [AVS01]. Furthermane, hest practical channel coders known so far
utilize iterative receivers [RU08]. Therefore, channedes with iterative receivers have been chosen as
a candidate for the FlexCode source coder.

In this report, the FlexCode baseline channel coder isduited. The report is organized as follows:
Chapter 2 presents the basics of modern iterative chand&lgtechniques. Turbo codes are introduced
as well as analysis tools such as EXIT charts and basic ctsoémterleaver design. Chapter 3 intro-
duces the concept of soft decision source decoding (SDSiDgxeends it for the deployment in iterative
Turbo-like decoders. Chapter 4 presents some of the advamckoptimizations of the iterative source-
channel decoding scheme that were made during the FlexQopbefpin order to achieve a more flexible
transmission scheme. Chapter 5 then presents the adapttiee ISCD scheme to the FlexCode source
coding concept. Finally, Chapter 6 briefly outlines the ficat realization of the channel encoder and
the interface between source and channel coder.






Chapter 2

Modern Channel Coding Techniques

The purpose of this chapter is to give a brief overview of thecepts used in modern channel coding. We
mainly focus on Turbo codes as the Turbo principle [HagO@jad near Shannon-limit error correction
and transmission and leaves the transmission chain flegiiegh to fulfill the FlexCode needs. On
the other hands, Low-Density Parity-Check (LDPC) codemjimally introduced by Gallager [Gal63],
[Gal62], then forgotten and rediscovered by MacKay [Ma¢9®IN96], have not been chosen for the
FlexCode channel coder. The reason is that LDPC codes negddeecomputed parity check matrices.
These are usually optimized using an offline, time-consgnsiarch algorithm. Once a parity check
matrix is found, the code is fixed, i.e., the block sizes amdrtties are fixed and cannot be adapted on
the fly. Changing for instance the code rate implies that alevhew parity check matrix (and thus a
different generator matrix) has to be chosen. For this reaschannel coding scheme using the Turbo
principle instead of LDPC codes have been chosen for FlegCod

In this chapter, the underlying theoretical concepts offfexCode channel coder are presented. First,
a brief introduction of the Turbo principle is given in Sec.12followed by introducing the key ele-
ment in iterative decoders, the so-called extrinsic infation, in Sec. 2.2. Afterwards, Turbo codes are
introduced in Sec. 2.3, followed by EXIT charts, which are thost widely used tool to tracing conver-
gence and optimization of iterative transmission scheme3ec. 2.4. Finally, the importance of a proper
interleaver design is highlighted in Sec. 2.5.

Parts of this chapter are reproduced from [Cle06]

2.1 The Turbo Principle

The Turbo principle [Hag97], [Hag02] describes the itaratbeneficial exchange of extrinsic informa-
tion between separate components at the receiver. Thaggtimformation provided by one component
improves the performance of another component by servigpai®ri information. The key elements in
this iterative process are the propagation of extrinsitiafidrmation, which is generated by the compo-
nents, and the independence of this extrinsic informatidrich is usually ensured by interleaving. By
Turbo processing it is possible to obtain a performanceectoghe capacity limits by using relatively
simple components. The Turbo principle was discovered 8818r the parallel concatenation of two
convolutional codes [BG96]. The Turbo decoding of serialbncatenated channel codes is discussed
for instance in [BDMP98b]. Furthermore, various combioasi of parallel and serial concatenation are
possible [BM02]. The Turbo principle is not restricted t@aohel codes but can easily be applied to other
components of the receiver chain as long as these compa@ansovide suitable extrinsic soft informa-
tion. Examples arBit Interleaved Coded Modulation with Iterative Decod[hgr97], [CTB98] (BICM-

ID), Iterative Source-Channel DecodijgVS01], [Gor01], Turbo equalizatiofDPD*95], [TKS02],
Turbo multiuser detection [Poo00], and Turbo DeCodulalidBAV05], [Cle06].
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2.2 Extrinsic Information

The term extrinsic information describes the novel addaldnformation a Turbo component, e.g., an
appropriately designed Trellis based BCJR or SISO chareweldkr [BCIR74], [BMDP98], can generate
for a certain bit based on the a priori information for alkhiff the bit stream, excluding the a priori (or
intrinsic) information for the considered bit itself. Therabination of the extrinsic information of a bit
with its own intrinsic a priori information is the a postetianformation. The a priori information for a
bit can comprise, e.g., the extrinsic information of othemponents of the Turbo process (dynamically
changing in decoding iterations), direct information oe tieceived symbols or bits (channel related
knowledge, static per frame), and a priori information doi@ihequally distributed bits (static). This
latter classification of input (a priori) information for aifbo component is depicted in Fig. 2.1. Thus,
there exist two different classifications for a priori infwaition, one considering the relation, intrinsic
or extrinsic, to a certain bit position and the other one ering the source of the information (see
Fig. 2.1).

The information in a Turbo process are reliabilities for Hits, which are usually represented as prob-
abilities or log-likelihood ratiosI{-values) [HOP96]. AnL-value L(z7) is the natural logarithm of the
ratio of the probabilities for the two realizations of a bipaandom variabler’, possibly conditioned on
other variables,

P(z7 =0|...)

L(xj) éL(m”...) :logm.

(2.1)

In the logarithmic domain of.-values the multiplication and division of probabilitieanisforms to ad-
dition and subtraction, respectively, which can be coreetnior efficient implementations. The addition
of probabilities yields a so-called box-plasoperation [HOP96] for the correspondigvalues.

The key element of the Turbo principle is the refinement afiegic information by its exchange between
several components. Exemplarily, Fig 2.2 shows the spngaati collection of extrinsic information in

dynamic a priori information
(extrinsic information of other Turbo components)

I—» extrinsic

" output
static a priori information— c Turbo ¢ .
(unequally distributed bits) omponen a posteriori

,—» output

frame-wise static a priori information
(direct information from channel output)

Figure 2.1: Types and sources of input (a priori) information for Turlmonponents.

original bit stream

considered bi J
-I'::'Dt\:ﬁj]' '"@:::—X =[]

__EIZF -+ T e £ '@::—i: L a0 ]

m(j—=1) (3 2) m(j+1) m(J+2) interleaved bit stream

Figure 2.2: Spreading (downwards) or collection (upwards) of extdnsformation.
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Figure 2.3: Encoder and Turbo decoder for parallel concatenated cativnél codes.

a Turbo process with two components connected via an iatgrter. The information for bitj in

the original bit stream is propagated two bit positions ithidirections. After interleaving this extrinsic
information it is used in four far apart positions in the igéaved bit stream. There, it is again propagated
to the neighboring positions. Until now5 = 20 bits profited from the single information. In the next
step this extrinsic information is deinterleaved and pgaped again in the original bit stream. If the
interleaver is well designed and sufficiently large so tlabwerlapping occurs in the propagation, the
information for the bit at position is now spreaded already to close to 100 other bits. The iey@Eess
can be considered as the collection of extrinsic infornmatiBoth, the spreading and the collection of
extrinsic information, take place in a Turbo process. Onaihe hand, every input information shall be
spread as far as possible to improve the decoding at othpositions. On the other hand, as much as
possible extrinsic information on a certain bit shall bdexiked for a reliable decision.

2.3 Turbo Codes

2.3.1 Parallel Concatenation

Originally, the Turbo principle was discovered for parhitencatenated convolutional codes (PCCC)
[BG96]. The encoder of a PCCC similar to [BG96] is depictedrig. 2.3(a). The data bits are
encoded separately by the two channel encoders to the ehbidg, andy,. However, before encoding
the data bits by the second encoder, they are permuted byradsieaverr. For the case of PCCC the
component codes are usually rage= 1 convolutional codes. Additionally, the data bits are traitsed

as systematic bitg, = . The overall code rate thenig,...= 1/3. A rc,... = 1/2 PCCC can be
obtain by alternately puncturing of half of the parity hjtsandy.. Due to the deterministic interleaving,
the bitsy, can serve as systematic bits for both components codes., Theisub-codes consisting
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Figure 2.4: BER performance for Turbo decoding of the PCCC of [BG9€}zs- = {1,21/37}s,
TCy, = 2/3, Tcpeee = 1/2, V' = 65536 bit/frame, AWGN.

of the systematic bit and the partially punctured paritydaih be considered as recursive systematic
convolutional (RSC) codes witty, , = 2/3 (orr¢, , = 1/2for re,... = 1/3).

The bitsy are transmitted to the receiver. As transmission modelRipe2.3(c)) serves BPSK transmis-
sion over an AWGN channel. The received value for each tratesirbit y is denoted by.

Figure 2.3(b) shows the Turbo decoder for the PCCC encodEigof2.3(a). Each of the component
decoders receives three input reliabilities: two relitib8, P(y;|z) and P(ylg\z? directly from the
channel (or demodulator) and one properly (de)interlearadnsic reIiabiIityPée:E from the other de-

coder as a priori inpuPéalp;i]. Appropriately designed SISO decoders [BMDP98] are usabagonent

decoders. For simplicity, we assume equiprobablezbitsys, i.e., P(ys = 0) = P(ys = 1) = 3. Apri-

ori information on the bitg;; could be included in the reliabilitie®(y,|z). After the desired number
of iterations, in which the two decoders alternately updlagir own extrinsic information by using the
extrinsic information supplied by the other decoder, thalfihard decision) outpui is determined. For
more details we refer to the literature [BG96], [HLY02], [\09].

In Fig. 2.4 the bit error rate (BER) performance of the orggiaxemplary Turbo decoding of a PCCC
in [BG96] is depicted for BPSK transmission. The two effeetconstituent code€; » are memory

J = 4, raterrsc = 1/2 RSC codes with generator polynomia]};gls’é = {1,21/37}g punctured to
rc,, = 2/3 to achieve an overall code rate af = 1/2. A pseudo-random interleaver of size
V' = 65536 bits is used.

Tremendous gains for the first five iterations can be obsefvedmore iterations the particular additional
gain decreases. Furthermore, an error floor can be obseR@dcomparison, the performance of an
uncoded BPSK transmission and two standalone convolutimakes is given. One is the memafy= 6,

PCCC

12
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Figure 2.5: Encoder and Turbo decoder for serial concatenated comaéltcodes.

ree = 1/2 feed-forward (FF) convolutional code with the generatolypomial GE- = {171,133}
which is used, e.g., in the WLAN 802.11a standard. The otheri®a memory = 12, rrsc= 1/2 RSC
code withGSsc = {1,10533/17551}5. After already two iterations the PCCC with in topaR”/ =4 = 32
states outperforms both of these relatively strong coddsati-® = 64 resp.2/=12 = 4096 states. Note,
the Shannon limit for this case (€ /Ny)min ~ 0.187 dB and with 20 or 50 iterations we can approach
itat a BER of i, = 10~° by approximatelyA , /v, ~ 0.5dB.

2.3.2 Serial Concatentation

Another possibility for the concatenation of channel codethe serial concatenation as used for serial
concatenated convolutional codes (SCCC) [BMO02], [TucO4]is type of concatenation usually better
resembles the serial design of the receiver chain, espegibén the Turbo process comprises also other
components than channel decoding. In Fig. 2.5 the encodkthenTurbo decoder for a SCCC are
depicted. Note that the bits, which experience the Turbo processing, are the encodsafibe outer
code but the decoded bits of the inner code. The decodershawstcordingly designed to provide the
required extrinsic information.

In Fig. 2.6 simulation results are shown for a SCCC presentf@00a]. A memoryJ = 2, rc,, = 1/2
RSC code is concatenated withVa= 1, rc, = 1 recursive non-systematic convolutional (RNSC) code
as inner component. The respective generator polynomialS gt = {1,5/7}s anngi,Q,SC = {2/3}s.
Due therc, = 1 inner code the overall code rate is stil,... = 1/2. Furthermorerc, = 1 complies
with the findings in [AKtB02], [AKtB04], [Tlic04] that the iner component of a serially concatenated
system should be of rate, = 1. Similar to [tBOOa] a large frame size @b0000 bit/frame is used,
resulting in an interleaver of siZzé = 400000 bit.

Even with these very weak convolutional component codels avity 4 and 2 Trellis states, the Shannon
limit can be approached by less than, /n, < 1dB. The reference standalone convolutional codes (see
Section 2.3.1) are outperformed after two and three immatirespectively. An almost vertical waterfall
region for 10, 20, and 50 iterations can be observed. Fumibier, no error floor is visible in contrast to
the PCCC case in Fig. 2.4.

2.4 EXIT Charts

Many different approaches have been studied for the asalyshe convergence behavior of Turbo pro-
cesses. They are targeted at a suitable design method atidraupelerstanding of the Turbo processing.
Some approaches are compared in [TtBH02]. The most widelgt taol today is the extrinsic informa-
tion transfer (EXIT) chart [tBO1a], [tB99] which is based thre mutual information measure [CT06]

I(X;Y)=H(X)-HX|Y)=H(Y) - HY|X). 2.2)
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Figure 2.6: BER performance for Turbo decoding of the SCCC of [tBOGEERL = {1,5/7}s, Ty, =
1/2, GSnee = {2/3}s, e, = 1, regeee = 1/2, 200000 bit/frame.

The mutual informatior/ (X; V') specifies the amount of information one random variableontains

in average about another random variable

In an EXIT chart the extrinsic mutual informatidif®* exchanged in each iteration of a Turbo process
is plotted as a decoding trajectory. Furthermore, each coent is additionally separately described by
its EXIT characteristicZ, i.e., the relation between the extrinsic mutual informi®! the component
can generate for a certain input a priori mutual informatiGf.

Usually it is assumed that thie-valuesL of the respective bipolar variablés Gaussian distributed with
varianceo? and mearux = o?/2 [tBO1a], i.e., the conditional probability density furati for the
L-value is

. 2 ..
; 1 (L — prl)? 1 (L —F0)?
P(L|| = £1) = exp | — = exp | ———272 ). 2.3
(L] ) gy P ( 207 g, P 202 (2.3)

In general the mutual information is given by [tB0O1a]

(e o]

2. P(L|I)
P(L|l = +1) + P(L|l = —1)

=1 > / P(L|l)log,

2.4
3 . (2.4)
l=%t1-00

With the assumption of (2.3) this function is abbreviated by
I=J(or) (2.5)

and cannot be expressed in close form [tBO1a], implying llisnamerical evaluation.

14
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TCscece =

Based on the inverse functiery, = 7~ !(I1"l) Gaussian distributed-values are generated and pro-
cessed in the considered Turbo receiver component togeitieiother potential a priori information,
which does not originated from the virtual other Turbo comgrt. The outpuL-values are recorded in
two histograms foi = +1 and/ = —1. Note that the “random” values éfmust of course fulfill the
inherent coding rules of the Turbo component. When filledhwisufficient number of samples, finally
the histograms are evaluated using (2.4) to compute thmsixtmutual information/®4. For the de-
coding trajectory similar histograms are measured fonyeggtrinsic information/[®* in every iteration

of a simulation of the complete Turbo system.

In Fig. 2.7 the EXIT characteristics (C) of the component codes of the SCCC example in Fig. 2.6 are
depicted. As visible in Fig. 2.5(b), the inner componentadisr accepts two types of input information,
channel related knowledgé®"@"elland refineda priori knowledger!@*" from the outer decoder. Thus,
the EXIT characteristi@ (Ciy) : 112" — 11U depends on the channel quality, too. On the other hand
the outer component decoder onl?/ accepts refingdori knowledgel 12" from the inner decoder. Thus,
the EXIT characteristi@ (Cou) : Ie2" — 12U does not depend on the channel quality. Furthermore,
the EXIT characteristic§ (C) depend of course also on the channel cBdéself. In Fig. 2.7 it can be
observed that the EXIT characteristicCy,) for GS‘,Q,SC: {2/3}s matches very well to the swapped
EXIT characteristicZ (Coyt) Of the outer code and a small decoding tunnel is opdry,AlVy = 1.1 dB.

In an EXIT chart the EXIT characteristics of the two Turbo gmments are plotted together in one
diagram. However, since the extrinsic output of one compbisethe a priori input of the other one, the
EXIT characteristic of one component is plotted with swappres. These EXIT characteristics form a
kind of bound. Additionally, the EXIT chart contains the dding trajectory. This is a step curve which
depicts the generated extrinsic information by each cormapbim each iteration. In Fig. 2.7 an upward
step of the trajectory corresponds to the additional avtglaxtrinsic information generated by the inner
decoderCi,. An advancement to the right denotes the same for the outexddeC, ;. The aim is that
this decoding trajectory reaches the upper right corneh®BXIT chart because with perfect mutual
information error free decoding is possible.

15



For more details on EXIT charts and their application to tifeiént iterative transmission schemes,
we refer to the literature [AKtB04], [TtBHO0Z2], [tBO1a], [{&BLb], [tBOOa], [tB99], [tBOOb], [SVACO7],
[AV05], [ABCV05], [SCVO7].

The original EXIT chart papers mainly considered recurswevolutional codes. However, feed forward
convolutional codes have been used in a variety of existorgnounication systems, e.g., GSM and
UMTS. However, due to their suboptimal performance whenluiséerative decoders [BDMP98a], not
much analysis has been performed for Turbo-like systemdagting feed forward convolutional codes
as inner channel codes. However, it can be beneficial to perfterative decoding also in existing
systems. For instance, the application of iterative seah@nel decoding might be advantageous in
speech transmission systems like GSM and UMTS [PKHO1], BV[I5S04]. To analyze such systems,
EXIT charts can be a powerful tool.

In Appendix A we analyze the EXIT charts of feed forward cduotional codes, especially the prop-
erty that no perfect extrinsic information can be generatesh if perfecta priori knowledge is avail-
able [SVACO07]. The mutual information of the extrinsic outjis upper bounded, depending on the code
and the channel quality. First, we give an easy explanatidhi® behavior using the Trellis diagram of
the convolutional code and secondly, we show by analytiezdms that the maximum attainable mutual
information only depends on the channel quality and the Hangmweight of the impulse response of
the code. We also give an expression to calculate this munfoamation.

An interesting property of the EXIT charts concerns the su®ander the EXIT characteristics. The area
Ain under the EXIT characteristigj, of the inner component consists of the light and the dark esthad
region. As the EXIT characteristi&,,; of the outer component is plotted with swapped axes, the dark
shaded ared — A is relevant. A necessary (but not sufficient) condition faccessful decoding, i.e.,
an open decoding tunnel in the EXIT chart, is [AKtB02], [AKQ&]

Ain > 1-— Aout or Ain - (1 - Aout) > 0 . (26)

This relation provides a quick assessment if successfudieg may be possible.

2.5 Interleaver Design

A key design element regarding the performance of a Turbocgs®is the type and the size of the
interleaver(s) [BDMP98b], [DDP98b], [DDP98a], [BM02]. teh very large random interleavers are
considered for demonstration, e.§.,= 65536 bit in [BG96].

In Fig. 2.8 the performance of random interleavers and bilotekleavers is compared for different block
sizes using the PCCC of Section 2.3.1. As random interlsaveruse S-random interleavers [DP95b],
[DP95a], [VYO00], which give a random permutation with thedamnal constraint that the distances
between all interleaved positions §f adjacent bits are at leaS. Often, the parameters; and.S, are
chosen such thai; = S, = S. Such interleavers can be generated with low computaticoralplexity

if S< \/g Technically, an interleaver realizes a permutatigf), on the interval0, V') C N, with 7
being the bijective function

m:[0;V) = [0;V)
An interleaver is an S-random interleaver with= S, = S if for any two indicesi and;j such that
0<]i—jl<8, (2.7)
the S-random design imposes that

|m(i) — 7(j)| > S. (2.8)

16
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Figure 2.8: Effects of interleaver siz& and type (random or block) on bit error rate performance of
Turbo decoding. PCCC of [BG96], 20 iterations

The conditions (2.7) and (2.8) are called #he&onditions for interleavers.

As shown in Fig. 2.8 the simulation results degrade for aebesing interleaver size and block interleavers
yield an unacceptable higher error floor. The degradatioaniiock interleaving is used is caused by
the disadvantageous spreading (or collection) of theresitrinformation by the interleaver.
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Chapter 3

Iterative Source-Channel Decoding

In the first section of this chapter, the basicsSafft Decision Source DecodifDSD) anditerative
Source-Channel Decodin¢SCD) are briefly presented.

In order to describe the algorithms in this chapter, we daisetthe FlexCode source coder model which
will be introduced in Sec. 5.1 but a rather simplified modelsdurce generates samplesvhich are
grouped into a vecton and then quantized t@ by theQ-level quantizer with representation leval),

1 =1,...,Q. Inthe case that scalar quantization is utilized, the patamvectoru and the quantized
representatiomn only contain a single element. After quantization, the indssignment maps a bit
patternx = (x1,zo,...,xr) Of length M to the quantized vectan. Usually M is chosen such that
M = [logy(Q)] (with [~] denoting the smallest integer number larger tharAs a distinct bit pattern
exists for each quantizer level, a total numbe€distinct bit patternsc() with i = 1,...,Q exist. The
bit patternx may then be subject to channel coding or storage/transmissi

The simple transmission system used to explain Soft DetiSmurce Decoding (SDSD) is depicted in
Fig. 3.1. Instead of considering a specific channel encodércaannel, an equivalent channel which
models the behavior of channel encoder, transmission, laawanel decoder is utilized. The equivalent
channel delivers the transmitted bit sequeRaes well as reliability information about the different bits
of the sequence or average reliability information aboatvmole sequence.

3.1 Soft Decision Source Decoding (SDSD)

A robust algorithm for parameter decoding is the so-caledt Decision Source Decodi@DSD)

[FVO01], [VMO06] which performs an estimation of the receivpdrameters (e.g. the residual signal
radius) using soft information, i.e., reliabilities/padfilities of the received values. SDSD uses the
knowledge of the channel quality and of the residual redooglaemaining in the signal after source

Reliability inform.

_ l Pa®x,...)
u Index X X

> Q >|Assignmenf >| Channel > A posteriori
’_> Probabilities

s

Estimator

Y

| A Priori Knowledge |

Figure 3.1: Abstract transmission model for Soft Decision Source Dawpd
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coding to compute a better reconstruction of the originaapeeter. In order to perform the estimation,
the receiver needs reliability information on the receibéidpatterns. This reliability information is
delivered by the equivalent channel; in the case that chaodéng is utilized, the reliability information
may be obtained, e.qg., using a soft-in/soft-out (SISO) nkhdecoder, or even a hard-in/soft-out (HISO)
channel decoder (see Sec. 4.1.1).

For each of th&) possible bit patterns(?), the receiver first calculates the probabilities

M
) =] P@el=z®), i=1,...,Q. (3.1)
k=1

If L-values [HOP96] are used to represent the reliability imfation, the probabilitiesD(:EH|x,(f)) are
determined as [HOP96], [VMO06]

1

1+exp <:|ZL <m,(.f))) .

The probabilitiesP(x|x) could already be used to estimate the transmitted bit paiteand thus get
an estimate of the reconstructed paraméteiThis approach is denoted in SDSD-NAK (Mopriori
Knowledge) in [Fin98], [FV01]. However, usually the paraers which have to be transmitted exhibit
different amounts o& priori knowledge, which can be for instance an unequal probalaficcurrence
and correlations in time. In the following, both typesaopriori knowledge that can be exploited by the
SDSD will be presented.

The remaining residual redundancy in the parameters carelleddas a Markov process. A Markov
process of ordeN is defined by

Pliglal) = +1) =

P(Xr|Xr—1y oy XNy Xp N1y - - ) = P(Xp|Xr1y 0o, X N). (3.2)

For complexity reasons, the SDSD algorithm only considgrgori knowledge of order 0 and of order 1.
Those are given by
P(x:|xr-1,...) = P(x;) (AKO)
P(x;|%x7-1,...) = P(x]|%x;-1) (AK1).

and denoted as AK@&(priori knowledge of Oth order) and AKR(priori knowledge of 1st order) accord-
ing to [Fin98]. Under the condition that the transitionsnfrer,_; to x, describe a stationary process,
thea priori probabilities can be either measured using large trainatglihse or determined analytically.
The analytical determination @af priori knowledge will be used within the FlexCode project.

Using the probabilities of the received bit patterns catad in (3.1) as well as the priori knowledge
of the source parameters,posterioriprobabilities can be calculated. For delay reasons, tharitiign
only relies on the past transmitted parameters. If only tiequal distribution of parameters is exploited
by the source decoder, the approach to determine thasteriori probabilities is denoted as AKO and
thea posterioriprobabilities are given by

(3.3)

P(xW|x) = %P(iyx@) -Px%)  (AKO). (3.4)

If temporal dependencies shall be utilized by the SDSDathesterioriprobabilities can be calculated
using the following recursion

Q
N 1 ; N B
PO %7, %rm1) = - P& x) - 30 PO )P %0 %) (AKD). (35)
J=1
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For time instant- = 0, the previousa posterioriprobabilities needed in the recursion are initialized by
the probability mass function of the parameter distributio

P |1, %r2)| =P[R, %0) = PxV)). (3.6)
Using thea posterioriprobabilities from (3.4) or (3.5), the parameters can bienegéd using MMSE or
MAP estimation [Fin98]. In the FlexCode channel coder, dviP estimation of the parameters is con-
sidered. In the case of the AK1 algorithm, the MAP estimatbiclv estimates the optimal reconstructed
parameter vectoin can be described as

i, =a” with »=argmax P(xV|%,, %, 1). (3.7)

If the AKO algorithm is used, the terP(x\"”[%,,%,_1) in (3.7) has to be replaced by(x® %)

from (3.4).

The quality of the soft decision source decoding procesdednrther enhanced by utilizing parameter
individual block codes resulting in redundant index assignts [G6r98], [FHV99], [CAV06]. Usually

M bits are used to represent thle= 2 quantizer reproduction levels. However, alst" > M bits

can be used to represent the = 2 levels. In this case the index assignment is considered to be
redundant and it represents in fact a (possibly non-lineaale. This redundant index assignment can be
represented for instance using/&*, M) block code with generator matri&. This block code is used

to encode the bit pattemainto a bit patterny with

y=x-G. (3.8)

The only change in the source decoder is the evaluation DY, (@here the product has to be performed
for all M* bits of the bit pattern.

3.2 Extension of SDSD towards Iterative Source-Channel Deding
(ISCD)

With the discovery of Turbo codes, channel coding close é0Shannon limit became possible with
moderate computational complexity. In the past years, thibd principle of exchangingxtrinsicinfor-
mation between separate channel decoders has also be¢edatdagther receiver components.

To exploit the residual redundancy in source coded paramsteh as scale factors or predictor coeffi-
cients for speech, audio, and video signals in a Turbo pspitesative source-channel decodifisCD)
has been presented in [AVS01, Gor01] as a means to furthepimphe quality okoft decision source
decoding(SDSD).

In order to utilize the soft decision source decoder in amaiiee Turbo-like decoding process, extrinsic
information for the bitse, of the bit sequence has to be generated. Instead of giving the complete
derivation of the equations, only the results are preserited complete derivation can be found, e.g., in
[AV05], [Gor01], [AVSO01]. In order to state the equationd®! is defined as the bit pattesawithout
the considered bit,,, i.e.,

XU =3 = (21, B T ) - (3.9

If a priori knowledge of order 0 (AKO) is utilized, the equations foratetining the extrinsic information
can be given by a weighted sum over all possible permutatibs&™4,

21\/1—1
Pl = 4+1) = Z P (xfxﬂ(j),xﬁ = :I:l) - P (i|x£§xﬂ(j)) . (3.10)
j=1
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Frequently, L-values are utilized in iterative receiver schemes, dueetteb numerical properties. |If
L-values shall be used at the input and at the output of the SB@2xtrinsic information is given by

21\1 1 )
z P ( [ext](5) T +1) . H(X,[.SXt](j))
t Jj=
N e (3.11)

Z P( [ext]( ) T, = _1) -Q(X,[?Xt](j))

with
M—1 _[ext]

)
2 75

(=1

) L[input](xl[if])> ) (3.12)

In (3.12), m[exﬂ denotes the bit at positiahin xI®U. Note that if parameter individual block codes of rate
M/M* are usedM has to be replaced by/* in the summations in (3.10), (3.11), and (3.12). Iterative
source-channel decoding withpriori knowledge of order 0 (AKO) is used for most parameters in the
FlexCode baseline channel coder as most of the parametgrieature very little correlation over time.
For the equations for determining the extrinsic informatity consideringa priori knowledge of order

1 (AK1), we refer the reader to the literature [AV05], [AVIOlGor01].

Figure 3.2 depicts a model of a transmission system depjayénative source-channel decoding at the
receiver. The basic concept corresponds to the one depittéid. 3.1. Continuous source samples
are quantized, and after quantization a bit patteiis assigned to each sample. In this system, several
bit patterns are grouped to a frame of pattexnshich are then interleaved by the permutatioio x’.
After channel encoding and transmission over a channeletteiver performs iterative source-channel
decoding: channel decoder and source decoder iteratixelyaage extrinsic information and after a
certain number of iterations, the parameters can be estimeting the estimation rule (3.7).

0(x) = exp (
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Chapter 4

Iterative Source-Channel Decoding
Advancements

The FlexCode baseline channel coder is based on the contefgrative source-channel decoding
(ISCD), as described in Chapter 5. In order to adapt the IS@Paach to FlexCode, several changes
and optimizations had to be made to the ISCD in order to gehagource-channel approach suitable to
work with the FlexCode source coder. In this chapter, séedthese optimizations are presented.

In Section 4.1, the concept of irregular index assignmesata/ell as the application to a hard-output
AWGN channel, which can be used for instance to model a packesmission with bit errors in the
packet, are presented. Furthermore, the proposed scheméispa simple error detection on index
basis (error detection is performed independently for sachple) leading to a stopping criterion for the
iterative receiver. Such a stopping criterion is indisdas in, e.g., mobile terminals as it considerably
reduces the power consumption. In Section 4.2, the condejaftodecision source decoding (SDSD) is
extended towards multiple description codes and first deppply ISCD to multiple descriptions are
indicated.

4.1 Irregular Index Assignments and the Hard-Output AWGN Channel

Most previous publications on ISCD have been focusing orAIN&N channel with perfect soft infor-
mation available at the receiver. However, in some trarnsiorisscenarios it might not be possible to
transfer soft information from the physical layer to an uplpger where source-channel decoding may
take place. For this reason, we consider a transmissionaov&WWGN channel with binary quantization
of the received values. This channel can be consideredasmey symmetric channéBSC).

However, as the application of known ISCD approaches didlead to near-optimum decoding, an
advancement using irregular index assignments (bit magpinas been proposed. In this section we
present the concept of the irregular index assignmentsdbaisehe concept of irregular codes. The
concept of irregular codes is used as (redundant) indegrassint, i.e., the assignment of bit pat-
terns to codebook indices, of a (scalar) quantizer. Thisraldg the concept of redundant index assign-
ments [AVCO05], [CAV06], [CVA06]. Additionally, the utilied design guidelines permit to implement a
very simple stopping criterion at the receiver, limitinge thecessary amount of iterations performed in
the case of good channel conditions. Such a stopping critési extremely important in mobile appli-
cations where the reduction of the power consumption is drleeomain optimization objectives. The
concept is applied to a hard-output channel, however, thegsed scheme is not restricted to this kind
of channel and can be applied to all kinds of channels. It lsslzeen investigated what can be done if
no channel state information (CSlI) is available at the kexeiOften, no CSI, such as the instantaneous
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Figure 4.1: Baseband model of the utilized ISCD system (simplified notate.g.u instead ofu,. ;)

bit error rate or the channel signal-to-noise ratio, is ladé at the receiver. Without CSI, thmaxi-
mum a posterior(MAP) algorithm, often employed as channel decoder in ISg@8esns, is not able
to successfully decode, even in good channel conditionsafpyying several measures to compensate
for the unknown CSI, we show that a performance can be adahietéch is comparable to that of the
corresponding system with full CSI. Most of this Section haen published in [SVCSO08].

4.1.1 System Model

In what follows, we will give a brief review of the utilized atvactiterative source-channel decoding

(ISCD) utilized abstract transmission system. In Fig. #d baseband model of ISCD is depicted. At
time instantr a source encoder generates a frame= (u; -, ... uk,, ) of Ks unquantized source codec

parameters., -, with € {1,..., Kg} denoting the position in the frame. The single elements of

u, are assumed to be statistically independent. Each vglyeis individually mapped to a quantizer

reproduction leveti,, -, with @, - € U,, = {a,(f}, .. ,a,(ﬁ“_l)}. The setU denotes the quantizer code-
book with a total number afU,.| = Q. codebook entries. The number of quantizer levels is asstioned
beQ, = 2M=. A unique bit patterrx,, . of M bits (with M* > M,) is assigned to each quantizer level
U, Selected at time instantaccording to the index assignment

r,: U,—F)"

Uk, 7 X, 1

with F, = {0,1}. In the following, we assume that all codec parameters aaatped using the same
codebook, i.elU, = UandM,, = M,Vk € {1,..., Kg}. Although the number of quantization levels is
assumed to be identical for all parameters, the index assghcan differ from parameter to parameter.
For notational convenience we omit the time indeix the following.

The single bits of a bit patterr,, are indicated byc,(im), m e {1l,...,M}. If M} > M = M,, the
index assignmenfﬁ introduces revdundancy ancj can then be considered to be tiygosde function
I, = CK oI'nB (Ie,r,@(ﬂ) = (Cf@ o FNB)(?TL) = CH(PNB(E))) with

I'ng : U — FYM and (o :FY — B

U +— X X = X .
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The functionI'yg performs anatural binary index assignment, i.e., the binary representation of the
codebook index of: is assigned tax. The function(,, can be regarded as being a (potentially non-
linear) block code of rate!* = M /M. The concept of non-linear block codes employed as redundan
index assignments has been successfully utilized in, [#§05], [CVAO0E]. In this Section however,
we only consider linear block codes and refer to Sectior4dr.a detailed description. After the index
assignment,Kg bit patterns are grouped to a frame of bit pattexns (xi,...,xx ) consisting of

S Es MY = Kg - M* bits. The overall rate of the index assignment is thus

e ik 4.1)
> My,
=1
with M* the average number of bits per parameter. The framibits is re-arranged by a bit interleaver
7 in a deterministic, pseudo-random like manner. The indedd frame withis - M * bits is denoted as
x'.
For channel encoding of a franx&, we use a recursive convolutional code of constraint ledgthl and
of raterC. In this Section, we restrict ourselves to rate= 1 recursive, non-systematic convolutional
codes. The encoded frame is denoted/b¥ he bitsy;, of y are indexed by: € {1,...,Ks - M* + J}.
Prior to transmission over the channel, the encodedyhitre mapped to bipolar bit, forming a se-
quencey € {+1}5sM"+J We only consider BPSK modulation in this Section in ordedémonstrate
the concept, which can easily be extended to include higrderanodulation schemes [CBAVO05] or
channel equalization [SCV07]. Note that in Fig. 4.1 the base model is considered.

The Hard-Output Channel

On the channel, the modulation symbgjs(with symbol energyF; = 1) are subject to additive white
Gaussian noise (AWGN) with known power spectral densify= N, /2. After transmission, a hard-
decision is performed on the received symbglsi.e., Z;, = sign{z; }. This implies that the channel can
be modelled as binary symmetric channéBSC) with bit error probability

with erfc denoting the complementary error function.
The capacity of the Hard-Output, Binary-Input AWGN (HO-BMGN) channel can be determined using
the capacity of a BSC channel [CT06]

CBSCl = h(P,) = Pylogy Py + (1 — By) logy(1 — By) (4.3)

by replacingP, by the expression of (4.2). This leads to

ClHO-BIAWGN] _ % (erfe(\) log, erfe(\) + erfc(—\) log, erfc(—\) (4.4)

E 1
A= ’/Fo =(202) 2. (4.5)

The channel capacity of the AWGN channel with BPSK mappinigh(goft output) is given by [Ung82]

1 1 .. ) 9
1 yi +n—14°—|n
CPANGNl — 1 — =3B {1og2 ) exp <—| . 20;' i )} (4.6)
j=0 i=0 n

with
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Both capacity curvesC{SCl and CIB'AWCNIY are depicted in Fig. 4.2. It can be seen that performing
a hard decision at the channel output causes a loss of apm@tety 2dB at a channel coding rate of
1/2. This corresponds to the well-known result in channel cggdihat exploiting soft-information at a
channel decoder leads to a gain of approxima2el [Hag94].

The Receiver

The received symbol$, € {£1} are transformed td.-values [HOP96] prior to being evaluated in a
Turbo process which exchangestrinsic reliabilities between channel decoder (CD) and soft degisi
source decoder (SDSD). thannel state informatiofCSI) is available at the receiver, tlievalues of
the received symbols are obtained by [HOP96]

1- P,

L(Z) = log, ( > Ey =i Le- 2 4.7)

and if no CSI (i.e.,%‘) or I,) is available at the receiver, tHevalues are given by

L(Zk) = L¢ - 2k (4.8)
with L. being a receiver parameter. The adjustmenf ofwill be explained in Section 4.1.5. After
channel decoding, the-values at the decoder output can optionally be scaled bygtarfa(i), where:
denotes the iteration counter, i.e(;) is constant during one iteration.

The channel decoder used in this Section is based on the Légdigorithm [BCJR74], [HOP96] or on
the MaxLogMAP approximation [RVH95]. For the equations é@mputing theextrinsic probabilities
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or their respectivd.-values of the SDSD, the reader is referred to the literateug, [Gor01], [FVO01],
[AVO5]. Note that the redundancy of the index assignmeiitpduced by the functiot, is not explicitly
decoded at the receiver but implicitly used to calculatéchetstimates of the codebook indices given the
input L-values.

4.1.2 Irregular Index Assignments

It is known that the inner channel code of a capacity-achgperially concatenated system should be
of rater > 1 [AKtB04] and recursive [KHCO06]. If this inner channel codefixed, the outer code can be
matched quite well to the inner code using the principlesrefular codes [Tuic04], [THO02]. Irregular
codes allow a simple optimization of the outer component bking use of EXIT charts [tBO1a].

For a given channel code, the goal is to find a perfectly matchuter component (source code in our
case) to the given ratechannel code. This task can be solved for example by the pootéregular
codes [THO2], [Tuc04]. Irregular codes, originally propdsor convolutional codes, use several com-
ponent codes of different rates in one block (e.g., by chiantie puncturing rule) to obtain an overall
ratesOU" outer code. As the EXIT characteristic of the resulting cooleesponds to the weighted sum
of the component codes’ characteristics (where the weggttespond to the fractions of code bits being
encoded by the respective component code), an optimizatimrithm can be formulated [THO2]. This
algorithm allows to optimize the weights in order to get dmst) perfectly matching characteristic.
We extend the concept of irregular codes to the index assghin order to obtairirregular index
assignmentgllA). As stated in Section 4.1.1, the index assignment fa parameter,, comprises a
block code(, of rater'” = M /M?*. Instead of using the same amount of bit redundangy= M* for
each parameter in order to achieve an overall kde\/* outer encoding, we use the concept of irregular
codes and van)/; for each parameter. This allows us to use the optimizatigorshm in [THO2]

to optimize the index assignments and to get an SDSD EXlITacheristic which matches the channel
decoder characteristic considerably well.

In the following, we present a simple design guideline ineori generate redundant index assignments
with ratesr!A = M /M*, M € {M +1,..., M.} needed for the optimization of the IIA. The guide-
line starts with an (almost) arbitrary generator matéix= (g; j) 17 x n;,, Of Sizedim G = M x M7 4y
and with elementg; ; € Fo. A generator matrxG - for a rater/® = M /M; index assignment is then
obtained by

G — G- ( IA;*) 4.9)

with I+ denoting thed/* x M™* identity matrix and0 the (M, — M*) x M* all-zero matrix. The
only conditions we fix foIG are:

a) G is a generator matrix for a systematic linear block code,Gecan be written as
G= (IM P> . (4.10)

b) the block code generated ;41 has a minimum Hamming distandgam(Gar+1) > 2.

The second condition is necessary for the EXIT characietistreach the(1, 1) point [CVA06] and is
accomplished ilG ;1 realizes a parity check code, i.&,/41 = (Ins 1).

We illustrate the generation of irregular index assignmmdayt means of an exampldds = 250 source
parameters modelled b¥s independentlst order Gauss-Markov processes with auto-correlation
p = 0.9 are quantized using @ = |U| = 16 level Lloyd-Max codebook, i.eM,, = M = 4. Further-
more, we assume that the overall coding rate of the indegmssint shall be of rate'” = % which
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gives an average number df* = 8 bits per source parameter. The channel code is a merhetys,
rated recursive convolutional code with generator polynomi@lsc(D) = (m)g. An

exemplary generator matri& for M = 4 and M, = 15, fulfilling conditions a) and b) and generating
redundant index assignments with rat¢s,4/6,...,4/15 could be

100011110111000
010011101001110
G= 001011011010101 ’ (4.11)

000110111100011

The index assignments generated by using the generatoixroai@.11) with (4.9) for realizing the
Block Code(, are denoted by Bﬁ;*. They are summarized in Table 4.1 in octal notation with the
left-most non-zero bit corresponding 46").

Example:  The block code index assignment BCis given by BG® = {x|x = ['(a),u =
a® .. a@-D} = {0, 6, 13, 15, 23, 25, 30, 36, 43, 45, 50, 56, 60, 66, 73, 75} in octal represen-
tation with the least significant bit corresponding#d’”). For instance, to the quantizer reproduction
level 2(%), the natural binary representatigin= (0101), is assigned, leading to

100011
010011
001011
000110

x = % - Gg = (0101) =(010101)3 = (25)s.

For an overall rat@— transmission with the given parameters, it can be obsehatditminimum channel
quality of E5/Ny ~ —2.83 dB is necessary to reach a reconstruction SNR of the decatadhpters of

~ 20 dB. This channel quality is obtained by calculating dmimum performance theoretically attain-
able (OPTA) [CSVAO06], using the capacity of the Hard-Output, &ip-Input AWGN (HO-BIAWGN)
channel derived in Section 4.1.1. See Fig. 4.4 for an ikEn of the OPTA limit in this case. We
perform the optimization, however, using a slightly highkannel quality offs /Ny = —2.6 dB.

The EXIT characteristics of the channel deco@é® and the characteristics of the different index as-
signments are illustrated in Fig. 4.3. It can be seen thatrdjectory of the index assignment BC
meeting the rate requirements, has an intersection witlchbanel decoder characteristic, resulting in
a decoder failure. The optimization of the irregular indsgignment leads to the characterisfit",
matching considerably well the channel decoder charatiterith an open decoding tunnel.

The results of the optimization are summarized in Table ZI# optimization determines the weights
ay. The outcome of the algorithm is that not all index assigrisibave to be used in order to generate a
good matching irregular index assignment but only five ofrth@hec«, are the weighting factors of the
EXIT characteristics and they also determine the fractidrite to be assigned to each index assignment.
From these fractiona, K sM* the correspondindss, (number of source parameters assigned to each
index assignment) can be calculated by

A A
Ks’g:rnd [angM*ﬁ} =rnd [angﬁ} , (4.12)

with rnd being an appropriate rounding operation such ¥at Ks, = Ks. Note that the concept
of irregular index assignments introduces no noteworthgitemhal computational complexity at the
receiver, which mainly depends on the number of quantizatoels per parameter (which has been
fixed to@ = 2™ in this contribution).

The decoding trajectory using the IIA system is also dediateFig. 4.3. It can be seen that during the
first iterations, the trajectory overshoots the source deccoharacteristic. This behavior has been ana-
lyzed and described in [ACBVO06]. During the last iteratiptiee trajectory overshoots the characteristic
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Table 4.1: Index assignmentB generated by the generator matrix given in (4.11)
T, ()%, | x})s=T(@),ae {aD,...,a@}
BC!® |0,3,5,6,11,12,14,17,21,22,24,27,30,33,35,36
BCL | 0,6,13,15,23,25,30,36,43,45,50,56,60,66,73,75
BCL | 0,15,26,33,47,52,61,74,107,112,121,134,140,155

166,173

BC{® | 0,33,55,66,116,125,143,170,217,224,242,271,301
332,354,367

BC® | 0,67,133,154,235,252,306,361,436,451,505,562,603
664,730,757

BCIS | 0,157,266,331,472,525,614,743,1075,1122,1213
1344,1407,1550,1661,1736

BCI® | 0,336,555,663,1164,1252,1431,1707,2173,2245,2426
2710,3017,3321,3542,3674
BCIS | 0,674,1332,1546,2351,2525,3063,3617,4367,4513
5055,5621,6036,6642,7304,7570

BCi$ | 0,1570,2665,3315,4723,5253,6146,7436,10756
11226,12133,13443,14075,15505,16610,17360
BCI¢ | 0,3361,5552,6633,11647,12526,14315,17074,21734
22455,24266,27107,30173,33212,35421,36740
BCIS | 0,6743,13325,15466,23516,25255,30633,36170
43670,4513,50555,56216,60366,66425,73043,75700

of the channel decoder. This behavior has already beenvaosar [THO02] and is due to the relatively
small bit interleaver of siz2000 bits.

4.1.3 Stopping Criterion

The generation of the (irregular) index assignments usggnarator matrix as presented in Section 4.1.2
enables the receiver to apply a simple yet effective stappiiterion. In good channel conditions, it is
generally not necessary to perform more than only a fewtiters. We use a well-known concept from
low-density parity-checkLDPC) decoding [Gal63], [CF02] and evaluate the parityadhequations of
the index assignment after each iteration. If all equatamedulfilled, the iterative process can be aborted.
If the generator matrixG is systematic according to (4.10), the parity check maifiy - for the index
assignment generated 8¥,,- can easily be determined by

T
P. < Lare—mr )
H,. = 0 (4.13)

Lnp— v

with 0 denoting thg My, — M*) x (M* — M) all-zero matrix.

Hence, a total number df/;; — M parity check equations can be evaluated for each paramgtéihe
parity checks are performed based on the hard decisions efhinsicZ-valuesLXL (x) at the output
of the source decoder. If all parity checks of all paramdtemne blocku are fulfilled, the iterations can

be stopped and the parametérscan be estimated, e.g., using an MMSE estimator [FVO1].
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Figure 4.3: EXIT chart analysis of the irregular index assignment¥igtNy, = —2.6dB (E, /Ny =
6.43 dB)

4.1.4 Suboptimal Decoding Without Channel State Informaton

In certain circumstances, no channel state informatiorvéslable at the receiver. Then, MAP (or
LogMAP) decoding fails and the suboptimal MaxLogMAP algiom becomes an alternative [RVH95].
However, the application of the suboptimal MaxLogMAP altfon in the ISCD framework leads to per-
formance losses of 0.7 dB. The reason for these losses is that the MaxLogMAP deaadsestimates
the extrinsic information at its output. A simple yet efigetremedy against this overestimation is the
“normalized MaxLogMAP” algorithm described for instanee[CF02]. After iterationi, the extrinsic
output of the MaxLogMARP decoder is multiplied by an (iteostidependent) constant:) as indicated
in Fig. 4.1. The additional computational complexity irduzed by this multiplication is negligible com-
pared to the overall complexity of the MaxLogMAP decoder #mel SDSD. They(i) are determined
once in advance by measurements as described in [CF02]: Waranel quality where the performance
of LogMAP and MaxLogMAP decoding differ the most, the factd¥) is obtained using

t
E {LE%,]LogMAP}

t
E {L[C?I)S,]MaxLogMAP}

(i) = (4.14)

whereE{-} denotes expectation. We only evaluate (4.14) for the caﬂ;me/\sign{ L[Cel’ét,]LogM AP} =

sign{ LI etogM AP} and ‘ L& o AP‘ < ‘ LE axtogm AP‘. In a first step, the factoy(1) is obtained.
Using this factor, the measurement can then be carried o@tiferations to obtain/(2) etc. For details,
we refer the reader to [CFO02].
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Table 4.2: Result of the irregular index assignment example

Rater® | T ay ayKgM* Ksy
4/15 | BCIS | 0.255 510 K = 34
4/14 | BC | 0.161 322 KM — 23
4/7 | BCY | 0.189 378 K =54
4/6 | BCI | 0.285 570 K9 — 95
4/5 | BCE | 0.110 220 K = a4

rA=1 S=1|Y=KsM*| > =Kg

— 2000 — 250

4.1.5 Simulation Example

The capabilities of the proposed ISCD system with irregindex assignments scheme are demonstrated
by a simulation example. Thearameter signal-to-noise rati(SENR) between the originally generated
parameters and the reconstructed estimated parametéssused for quality evaluation. The parameter
SNR is plotted for different values df, /Ny, with E, denoting the energy per source parameitgr

(E, = M* - E,). Additionally, the bit error probability?, of the equivalent BSC channel is given on top
of Fig. 4.4. Instead of using any specific speech, audio,d@o/encoder, we use the system setup already
introduced in Section 4.1.2 witk's = 250 statistically independent source parameteraodelled by

Kg independentst order Gauss-Markov processes with auto-correlgtien0.9. These auto-correlation
values can be observed in typical speech and audio codgcd,Téo07b] for the scale factors in CELP
codecs or MP3.

The simulation results are depicted in Fig. 4.4. A systenhaithon-redundant, natural binary index
assignment, a raté/2 convolutional code with memory = 3, hard-decision Viterbi decoding and
source decoding by table lookup serves as a reference.

While the system utilizing the regular index assignmentB&:hieves considerable gains compared to
the reference, additional gains=f0.5 dB can be obtained by using the irregular index assignment fr
Section 4.1.2. If thephere packing boun(SPB) is used to approximate the behavior for transmissions
with a finite block length, the proposed system can reach Ri€&GSPB limit [CSVA06].

The number of utilized iterations is depicted in the lowett paFig. 4.4. The maximum number of itera-
tions for the system utilizing a regular index assignmefiked t020 (as the EXIT chart and simulations
show that only up tQ0 iterations are beneficial) while the system using the if@gindex assignment
is allowed to exploit up t@0 iterations due to the narrow decoding tunnel (see EXIT dnaig. 4.3).
The number of utilized iterations rapidly decreases in tagwall region, however, the system utilizing
irregular index assignment$lA) needs more iterations in the whole range of channetdmns.

Figure 4.5 depicts the evaluation of the inverse normatindactors1 /(i) for the 20 first iterations in
both systems. The factors have been determined for the ehguality £, /Ny = 7.3 dB in the case of
the regular index assignment BCand forE,, /Ny = 6.9 dB in the case of the irregular index assignment
given in Section 4.1.2. Instead of convergingyta) = 1 for large: as in [CF02], they(i) converge to

a value of abou0.65, i.e., the extrinsic information is continuously overestied by the MaxLogMAP
decoder.

If no CSl is available, the correction factofs in (4.8) are determined by using the channel qualities
which have been utilized to determine the normalizationofacy (i) (as described above and in Sec-
tion 4.1.4). First the bit error probability of the channelatity is determined using (4.2), then the
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Figure 4.4: Parameter SNR and mean number of iterations for a systenregithar and irregular index
assignments

correction factotl. can be determined using
. 1—- P
L. =log, ( b) . (4.15)

Therefore, we gef. = 2.13 for the system utilizing the regular index assignment,8&nd L. = 2.02

for the system employing the irregular index assignmene filmber of iterations needed if no CSl is
available is generally higher than for the system without, ESpecially in the case of the irregular index
assignment, as can be seen in Fig. 4.4. This could be exglainthe fact that the single iterations only
achieve little improvement in terms of mutual informatiordahus many iterations are needed to iterate
through the decoding tunnel.

In this Section, the concept afegular index assignmeni$lA) has been presented. Starting with a low-
rate systematic generator matrix, the irregular indexgassents are generated by multiplying the natural
binary representation of the quantizer codebook indiceis thie firstA/* rows of the generator matrix.
Using the EXIT chart optimization algorithm known from trechnique of irregular codes [THO02], the
iterative source-channel decodifisCD) system can be optimized to yield near optimum perforoe.
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The generation of irregular index assignments using georaraatrices yields a simple stopping criterion

evaluated at the receiver. The iterative decoder can cantpatparity check equations of the different

parameters and if all parity check equations are fulfillegicadliing can be stopped. Furthermore, we
have shown that in cases where no channel state informatmvrailable at the receiver, almost the same
performance can be obtained if appropriate measures aga,tak the cost of an increased number of
iterations, however.

4.2 Extension towards Multiple Description Coding

In order to ensure maximum flexibility, the FlexCode quaetinight utilize multiple description coding
[Goy01], [Vai93]. Multiple description can either be useat €rror concealment or for a more general
kind of hierarchical coding: it is possible to reconstruue signal if parts of the signal (descriptions)
are missing. Missing packets can have two reasons: eitfeetadchannel noise only parts of the signal
are available at the receiver (as they have been rejectetebgrtor detection mechanism) or due to
bottlenecks in the network, parts of the packets have bgected.

4.2.1 Soft Decision Source Decoding for Multiple Descriptin Coding

Figure 4.6 depicts a transmission system for a multiple rifesan transmission over two channels. The
channels are in this case AWGN channel with packet erasunehwneans that the receiver can reject a
complete packet, e.g., because of a receive power levellzetertain threshold. The transmitter consists
of (scalar) quantizer, followed by a multiple descriptidvil¥) indexing' [Vai93]. The MD indexing
generates two indices§;; andif; which are both mapped to bit patterns, channel encoded emdigmtly
and transmitted over the two independent channels. TheadiMD indexing is given in Tab. 4.3. The
central codebook has a total number(pf= 21 entries which are encoded to two descriptions gith
possible indices each. The MD indexing realizes a one-tofoappingi — (if},i[z;) With i denoting

1The multiple description indexing is frequently called tiple description index assignment in the literature (6\i93]).
However, in order to avoid confusion with the bit mapping,iathis also called index assignment in this report, the term
“indexing” has been chosen
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Figure 4.6: Soft decision source decoding for multiple descriptions

Table 4.3: Multiple description indexing utilized for the simulatigasults in Fig. 4.7

1]
0[1]2|3|4|5]|6]|7
ol o
1125
2 3416
3 8[8]10
iy 4 91112
5 13|14 16
6 15[ 17| 18
7 19| 20

indices of the central codebook entries. To each of the é@sdig, j € {1,2}, a bit pattern of 3 bit is
assigned. At the receiver, if a description is availablel (a@s not been marked lost), the channel code is
decoded by a MAP decoder [BCJR74] followed by soft decisimurege decoding. If both descriptions
are available, the statistics for the central codebook @mntltized. On the other hand, if only one
description is received, special optimized side have tonlpgl@yed [Vai93]. In this case, the statistics of
the side codebooks have to be used.

Simulation results (parameter SNR over channel qudlity Ny) for soft decision source decoding of
multiple descriptions are depicted in Fig. 4.6. Two case& Hzeen considered: both descriptions are
received and only one description is received. The appicatf SDSD without considering priori
knowledge leads to a gain, as has been expected. If bothjptests are available, the gain increases to
approximately2 dB. The utilization ofa priori knowledge of order 0 (AKO, unequal distribution of the
source parameters) leads to a further gain. Even highes gaim be expected & priori knowledge of
first order is exploited.
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Figure 4.8: Simplified transmission system for multiple descriptios@g iterative source-channel de-
coding

4.2.2 lterative Source-Channel Decoding for Multiple Desagptions

The next step is the application of the concept of iteratiwese-channel decoding to multiple description
coding. Several work has already been performed in ordetgdioie the redundancy of the MD indexing
in an iterative Turbo-like algorithm [BHGO02]. In this Semti however, the residual redundancy included
in the source samples is exploited by the soft decision sodecoder and used to calculate extrinsic
information (see Sec. 3.2).

Instead of applying ISCD directly to the multiple desciptisystem introduced in Sec. 4.2.1, a simplified
system is presented in order to show the principle of how 1960ld be applied to a system utilizing
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multiple descriptions. This simplified transmission sysis depicted in Fig. 4.8. Starting with a Lloyd-
Max optimized quantizer codebodk v = {uf?\zl, . ,afﬂfl)}, two sub-codebook&); andU, are
determined by

Uy = {U(LJ,\}I €U |j=2-L+1Vle {0,1,..., {%J — 1}} (4.17)

The signal is quantized using both codebobkg and Uy, and to each of the resulting indicég and

i[9 @ bit patternx(;), j € {1,2} is assigned. As an example, the source generates Gausstigioutid
samples with zero mean and unit variance. The codelif@k is the 16-level Lloyd-Max codebook
which means that both codebooks;; and Uy contain 8 entries each, leading to bit pattexgs of
size Mj; = 3. After separate channel encoding of the descriptions, éastription is transmitted over
an AWGN channel with frame erasure probabilityAfter separate channel decoding, a combined soft
decision source decoder is utilized to generate the eidrinformation. In the following, the concept
behind this combined source decoder will be presented.

Using both codebook®|;; andUjy), a combined codebodkcom, can be determined by

U= {520
:{ (nfy + 3 % (e} +afy) ; () +a)).-. %(aff]?‘ ral )} . (4.18)

The entries of the combined codebook correspond to the metarebn two neighboring entries of the
scalar codebook®[;; andUp,;. The total number of entries @fcomp amounts ta? — 2, i.e., one entry
less than the Lloyd-Max codebook. This means that the réan®n performance is sub-optimal if the
combined codebook is utilized. Using this combined cod&bagriori knowledge of order 0 (AKO) an
order 1 (AK1) can be determined by exploiting the source ertigs. To each of these combined code-
book entries, a combined bit pattern can be assigned by mratang the bit patterns of the neighboring
entries. This results in the set of bit pattebigmp With

K {0 2352}
= { (el ) - (et - (il ) - (xf x5 7) } (4.19)

with < ﬁ)}) E ])) denoting the concatenation @f ]) andxf ]) In the above example, the combined bit
patterns are of length/.omp = 6 (concatenation of two 3-bit patterns). The combined indesiglmment
can be regarded as a redundant index assignment o?%@ﬁt%—l) with Mcomb = Mjy) + My). The soft
decision source decoder operates identically to the scfsm source decoder introduced in Sec. 3.2
and uses the combined codebook and the redundant indexmassit given by concatenation of both
separate index assignments. If one description is mistieg;orresponding bits of this index assignment
are marked as erasure, i.e., thesalue of those is set to zero at the input of the SDSD. Notettia
scheme does not feature the full multiple description fianetiity as the system in Sec. 4.2.1, which can
make use of fully custom multiple description indexing.

Figure 4.9 shows simulation results for the proposed systdra plot depicts the parameter SNR for two
AWGN channels with identical channel qualiBy, /N, and a packet erasure probabilityanging from 0

to 15%. The source generates Gaussian distributed samitthezano mean, unit variance and correlation
p = 0.9. The above described setup with an Lloyd-Max codebook stingi of Q = 16 entries is

|
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utilized. The convolutional code is a rate-1/2 recursiv@ematic convolutional code of constraint length

J = 4 and generator polynomiatScc(D) = (1, %). A frame consists of 250 parameters. The
dark surface shows the parameter SNR performance If théveeds replaced by a conventional hard
decision receiver using table lookup and the side codebbipksand Uy, if one description is missing.

If both descriptions are missing, the receiver outputs #re sequence. If the iterative receiver (using

10 iterations) is employed, large gains can be observedmected.

An alternative system for performing ISCD with multiple dgptions is the transmission setup depicted
in Fig. 4.10. Instead of generating multiple descriptiamsniediately after quantization, a conventional
scalar (Lloyd-Max) quantizer is used and the channel encgeeerates multiple descriptions. For in-
stance, both outputs of a rate-1/2 convolutional code cdrehged as descriptions and can be transmitted
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independently over the channels. These can also be intedpse encoding the quantized bitstream twice
by a rate-1 convolutional code and transmitting the outpfitbe rate-1 code. If an iterative receiver is
deployed, it is well known that rate-1 codes lead to a gootesyperformance [AKtB04], [CVAOE].
The receiver consists of a conventional ISCD receiver, asrieed in Sec. 3.2. If one of the descriptions
is lost, the input to the channel encoder is marked as erasederos ifL-values are used.

For a simulation example, a Gaussian source with zero mehnrhvariance has been used. The uti-
lized quantizer is d6-level Lloyd-Max quantizer. The index assignment is a retéun index assignment
with a (6, 4)-block code. The utilized convolutional code is a rate-&@ursive non-systematic code with
generator polynomial&/(D) = (1+D+}:}2+D3, 1+D+})Q+D3). Again, 250 parameters are grouped into
one frame. Figure 4.11 depicts simulation results of the@sed system (denoted “ISCD approach 27).
The reference system is the first ISCD approach depictedgird8 (denoted “ISCD approach 1”). The
waterfall region of both systems occurs at approximatetysame channel quality. However, in good
channel conditionsH, /Ny > 8 dB), the proposed multiple description approach using ti@oel en-
coder to generate the descriptions shows significant gaipsiiameter SNR compared to the original
approach. This is due to the fact that no side codebooks diredt In the first approach, if one descrip-
tion is missing, a suboptimal reconstruction using a smatidebook is performed. In the new approach,
the iterative receiver is still able to exploit the full cdbok if only one description has been received.
Figure 4.12 shows the EXIT chart analysis of the proposediphelldescription system at a channel
quality of E,,/Ny = 8.8dB. The plot in Fig. 4.12(a) shows the case that both deganiptare available.

A wide decoding tunnel is open and after a few iterations eaygnce (and thus perfect decoding) is
reached. On the other hand, the plot in Fig. 4.12(b) show&Xi& chart when only one description is
available. A narrow decoding tunnel is still open, howetteg,decoder has to perform a larger number of
iterations in order to reach convergence. After this largenber of iterations, the same reconstruction
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quality is reached as for the case when both descriptions ailable.

Both proposed iterative source-channel decoding schemlgpuoesent a very basic implementation of
the multiple description approach and they still lack of flexibility which is needed for FlexCode.
For instance, the first approach does not yet feature fultipt@ldescription indexing, but only a fixed
indexing (also known as staggered indexing). Furthermibwe utilized codebook is not optimal, but
results from a combination of the optimal codebook entri@gthermore, no optimized side codebooks
are exploited in this case. All these issues are currentlyemsed in the ongoing research work.
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Chapter 5

Baseline FlexCode Channel Coder

In this chapter, the baseline channel coder of FlexCodeped. The baseline channel coder of Flex-
Code is a joint source-channel coding approach based omtiuetiterative source-channel decoding
(ISCD), which has been introduced in Sec. 3.2.

In traditional system design, the source encoder delivbitstieam which is then encoded by the channel
encoder prior to transmission. In contrast to traditioryatem design, we place the boundary between
source and channel coder on a different level. The FlexCodecs encoder outputs indices to the
guantized samples which are then transformed into a karstieside the channel encoder. This means
that indices are passed between source and channel encdlderHlexCode realization. At the receiver,
similarly, the channel decoder reconstructs the bitstraadthe quantizer indices which are then passed
to the source decoder. This separation between source andalhcoders has been chosen such as this
facilitates the application of joint source-channel (deeing.

5.1 Preliminary FlexCode Source Coder Model

In order to analyze the capabilities of a channel coding eehet is generally not feasible to use the
output of the codec during development as it is difficult tmpare channel coders using a given speech
file: the proposed scheme might work well for a given speegmsat but perform worse for a different
speech segment. Furthermore, it is difficult to get reprimdecesults with a certain encoded speech file.
Therefore, a random source that approximates the statigtioperties of the preliminary codec output
is utilized during the development of channel coding schamwell as for joint source-channel coding
schemes. For instance, most of the joint source-channaigedhemes have been developed and tested
using a Gauss-Markov source of first order [AV05], [GorOTh¢07b], [GFGRO1].

Such a simple source model, however, is not accurate folajgmng a channel coding scheme for the
FlexCode source coder. In order to develop a statisticaiceamodel, we utilized a preliminary version
of the source coder with6 kHz sampling rate, constrained entropy quantization, anavarage bit rate

of ~ 29.5 kbit/s. Note that for different setups, the parameters igfdrtificial source have to be adapted.
In the following, we will explain the codec based on this getuwowever, note that the proposed concept
is highly flexible and can easily adapt to different setups.

The output of this codec setup is summarized in Table 5.1revite parameters contained in one block
of the codec are described. Roughly, the output of the codede divided into two parts: model and
signal. The model part of one frame (of length 20 ms) contamsdex to the component of the GMM
which is used to quantize the LSFs followed by the quantiz8&4. The signal part is composed of 4
subframes (length 5ms) which consist of a gain factor (wisdh fact also part of the model part) and
of the encoded signal samples.
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Table 5.1: Parameters contained in one block of the utilized codegsetu

Type Number of elements
GMM Index 1
LSFs 16
Gain 1
Signal 80
Gain 1
Signal 80
Gain 1
Signal 80
Gain 1
Signal 80
0.12r
0.1} °
o008 o ?
§ ? o % ® ° Q
2 0.06f ? 0
al) Q
0.04
0.02

1 3 5 7 ) 9 11 13 15
GMM indexig

Figure 5.1: Probabilities of occurrence of the different Gaussian ores

In the constrained entropy case all the parameters areige@nising a uniform stepsize. The probability
distribution of all parameters is known (to a certain eXtenich that the probabilities of occurrence of
each parameter can be determined. These probabilitiescofrence are used in the entropy coding
part of the source encoder. As uniform quantization is usedally a lot of residual redundancy is
contained in the parameters after quantization which enafirds eliminated using an entropy coder,
e.g., arithmetic coding [BCW90], [BCKO7].

In the following, the properties and the generation of tHféedént parts of the codec are described in
detail:

GMM Index The GMM Index can take one out of 16 values. The probabilbiethese values corre-
spond to the weights of the Gaussian Mixture model and arietéejin Fig. 5.1. These probabilities can
be considered as priori knowledge. An artificial GMM index can be generated by usimg tistribu-
tion.
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Figure 5.2: Correlation of gains

LPC coefficients The LPC coefficients are converted ltine Spectral Frequencie@.SFs) [VMO06]
prior to transmission. They are quantized using uniformn¢jzation with variable stepsize. These
stepsizes are determined by the GMM. Using the GMM index t @fsstepsizes is determined by the
source encoder.

Gain A constant stepsize is utilized for the gain. The gain is mexlito be Gaussian distributed
(unit variance) and is quantized using a uniform quantiratvith the constant stepsize. As the signal
which is to be encoded usually does not vary significantlynipitude, the values of the gain are highly
correlated. The correlation of the gain factors is shownign 5.2. The correlation of the gains can be
approximated quite well by an AR(1) process with~ 0.95. The autocorrelation function of an AR(1)
process is described by

Pgg(N) = . (5.1)
The approximated correlation function is indicated by te line in Fig. 5.2 and it can be seen that the
values quite well match the measured correlation of thesgain

Signal (Transform coefficients) Using the model (LSFs and gain) as well as a ringing part of the
previous (sub-)frame, the quantization stepsizes for thelevblock are determined by the encoder. The
source encoder delivers the indices as already quantizedles. In the constrained entropy case, the
signal samples to be quantized are assumed to be Gausdidioutksl. The source encoder estimates
the variances of samples which are quantized using a unifpramtizer with stepsizé.0. Using the
variance it is then possible to calculate the probabiliiEsccurrence of the single samples. However,
for WP2, we assume that the samples are Gaussian distripittednit variance and that the stepsize of
the quantizer changes. If the source encoder estimatesitizee at positiott: to beo—,%, the quantizer
stepsize for the unit variance case simply is

ss(k) = —. (5.2)

Measurements have shown that the stepsizes show a partitigtabution which is depicted in
Fig. 5.3(a). The distribution of the stepsizess) can be approximated pretty well with tgeneralized
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extreme valuéGEV) distribution

,1,% B 7%
peev()) = % (1 + K2 _“> exp (- <1 + K2 “) ) (5.3)

g g

i.e., ps(s) =~ pcev(s). Using a uniform random number generator and, e.g., thectiefe
method [PTVF92], GEV-distributed samples can be genenateg easily. The generation of the quan-
tized indices follows immediately: a Gaussian random s(iPd VF92] generates Gaussian distributed
samples with zero mean and unit variance which are quantiged a uniform quantizer with stepsize
ss(k), with s4(k) distributed according to (5.3). The measured probaltslitiethe quantized indices as
well as those originating from the artificial source are dega in Fig. 5.3(b).

The stepsizes are highly correlated due to the slow charfgespeech or audio signal. An example
of the behavior of the transform coefficient stepsize is giveFig. 5.4(a). The measured correlation
is depicted in Fig. 5.4(b). Again, as for the correlation ¢ gains, the correlation of the transform
coefficient stepsizes can be modelled by an AR(1) processpwit: 0.975. The theoretical correlation
of the AR(1) process is indicated by the red line in Fig. 5 4(b

Modeling the correlation of the these stepsizes is a difftask however. Generating correlated Gaussian
distributed samples is easy, as white Gaussian noise wfitered by the transfer function of an AR(1)
processH (z) with

. C
1+ p2t

H(z)

shows a Gaussian distribution. However, the stepsizes@r&aussian distributed (see Fig. 5.3(a)).
One way to generate non-Gaussian correlated random nurnsbrs algorithm described in [CE81]
which uses the characteristic function and the cumulaneigimg function of the wanted distribution
to determine the distribution, which, if filtered Wy (z), equals the wanted distribution, i.e., the GEV
distribution in this case. However, numerical problemsiéd the use of this algorithm for modeling
the stepsizes and their correlation: the cumulants of thengdistribution grow very fast such that the
numerical calculation failed. The generation of random bers possessing the GEV distribution and
the given correlation will be part of the second phase of idgieg the FlexCode channel coder.

(5.4)
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Figure 5.4: Large correlation of the transform coefficients stepsifasluation over time and correla-
tion

5.1.1 FlexCode Dummy Source Decoder

As the channel decoder and source decoder are interactawjyhat the receiver side (see Sec. 5.3), a
dummy decoder modeling the behavior of the real source @eduvad to be developed. This dummy
decoder models exactly the behavior of the source decodekraaws about the current state of the en-
coder. During the interaction between channel decoder amds decoder, the channel decoder delivers
a block of decoded indices to the dummy source decoder, vlechdes them and then compares them
to the indices that the source would have produced (whickraven, as the internal state of the dummy
source decoder corresponds to the internal state of theesenicoder). If all indices needed to produce
the next set of stepsizes are decoded correctly, the dumoogdeforwards these stepsizes to the chan-
nel decoder. If a decoding error has occurred, the dummyddede not able to determine the correct
stepsizes. This corresponds to a decoding failure and taescare distinguished:

e The maximum failure case: The stepsizes delivered to thenegalecoder emanate from a random
process, realizing the GEV distribution (5.3).

e Partly failure case: A Gaussian distributed decoding @sradded to the correct stepsizes and the
absolute value is taken (in order to be sure that the stejsspssitive).

5.2 Flexible Interleavers

The FlexCode baseline channel coder uses the Turbo péneoffgxchanging extrinsic information be-
tween two component codes (here between channel decodesoftndecision source decoder). An
essential element of a transmission or storage system gimglthe Turbo principle is the interleaver
(see Sec. 2.5). As the FlexCode source coder can adapt oy thalffferent scenarios and source con-
ditions, the size of the data to be channel coded might besuty frequent changes. Furthermore, the
constrained entropy coder leaves different amounts ofrdalcy inside the quantized data such that, af-
ter possible data compression (if variable length codesQ8)l.such as, e.g., arithmetic codes, are used)
the size of the packets to transmit varies significantly. Aaneple of the variation of the blocksize over
time for a 5 second speech sample is depicted in Fig. 5.5. iZb@&the encoded blocks varies between
approximately 200 and 1050 bits per block for the given sefinerefore, interleavers are needed which
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can change their size on the fly with moderate computatiomadpdexity. Such interleavers are called
prunableinterleavers [TDBO7], [DB0O5b], [DB05a], [DB0O5c].

Several communication systems, such as UMTS, already empianable, variable-size inter-
leavers [3GP]. These interleavers are based on the Zecfittogaand utilize Galois Field arithmetic. A
comparable prunable interleaver is described in [EH9%utBig with a conventional block interleaver
of size Vhax the prunable interleaver is obtained by permuting the maki using a row-dependent
function based on the Galois field arithmetic. The differemis are then permuted using the bit flipping
algorithm.

The advantage of this design principle is that the impleatent is very easy as Galois field computations
can be implemented using lookup tables and that the prusiugriy easy. The disadvantage is however
that the pruning is restricted, such that only interleawdrsize Vinax/2 < V' < Vinax can be obtained. If
other sized/ shall be obtained, several starting interleavers have ttdved and the corresponding one
has to be chosen depending on the block size of the data tadskeaved. Furthermore, the interleavers
need (pre-computed) row-dependent starting parametdchwhve to be optimized offline. Even with
those optimized parameters, the performance of this appr@astill suboptimal compared to an S-
random interleaver.

For those reasons, a different approach for generatingapterinterleavers has been chosen for the
FlexCode baseline channel coder. The FlexCode interleaitebe based on [FSB02]. In order to
generate a prunable S-random interleavef maximum sizé/hax, We start with a small interleavein,

of size Vinin Which fulfills the S-condition (see (2.7) and (2.8)). Thegr #dditionalViax — Vimin €ntries
are inserted using the following algorithm [FSB02]

a) set the first/min elements ofr identical to those ofrmin
b) generate the sequengeof integers from/min + 1 t0 Vinax
C) setM = Vpinandk =1

d) loop untilk = Vinax — Viin
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e) generate a random positigre [1, M|

f) compareP (k) with mmin(L), with L € [j — S,j + S — 1]. If any | P(k) — mmin(L)| < S, go back
to step 5.

g) setr(L+1)=n(L),forLe [M,M —1,M —2,...,j]
h) setr(j) = P(k)

) M=M+1landk=k+1

j) end of loop

The pruning to siz&” can be easily performed on the fly during (de-)interleavifign index= (i) > V'
appears, increaseand test whether (i + 1) < V. If not, continue increasing

The interleaver generated in this way fulfills the S-cowmditi However, as the S-condition has to be
fulfilled for the smallest interleaver of siZé,,. However, as has been noticed in Sec. &5)eeds

to be smaller than/% in order to find a permutation (with reasonable computaticnaenplexity on
standard desktop computers). Howeveljjtx is large, the value of could be larger. For this reason, it

can be advantageous to store several prunable S-randaheants's of Sizé/may; with S < @ but

S >/ Ymnit (for ; > 92).

5.3 Interaction between Channel Decoder and Source Decoder

In this section, the interaction between channel decodisaunrce decoder is described. The interaction
between channel decoder and source decoder is visualifdg.i6.6. First the channel decoder decodes
the bitstream and reconstructs the GMM index. The GMM indethén immediately fed to the source
decoder which uses it to generate stepsizes for the LSFsseTdiep sizes are for instance needed by
an arithmetic decoder (see Sec. 5.4) to reconstruct theapildl intervals. If the channel decoder
has decoded the LSFs and the gain, they are fed to the souwodeatevhich calculates stepsizes for
the transform coefficients. After decoding of this first sabfe, another gain is decoded and together
with the LSFs, new stepsizes can be generated for the tramsfoefficients of the second subframe.
Possibly, depending on the chosen codec setup, the decod#itients of the previous subframe need
to be considered for determining the stepsizes (which isateld by the dashed line in Fig. 5.6). This
procedure is repeated for all four subframes of a block.

5.4 Reference Channel Coding

In order to compare the FlexCode channel coder with existppyoaches, a reference channel coder has
been defined. The reference channel coding approach ige@jod-ig. 5.7. The FlexCode source coder
outputs quantized indiceswvhich are entropy coded using an arithmetic coder [BCK@EGW90]. The
arithmetic coder generates the bitstream and can thus heseepart of the channel coder.

In order to get the best possible compression by the ariibrdetoder, an appropriate model has to be
used. The easiest possibility would be to use the averadmbiligies of occurrence of the quantized
indices, however, this would not be very accurate as theckpard audio file to be encoded describes
generally a highly non-stationary process thus leadingibeaptimal compression ratios. Therefore, an
adaptive model is used in order to accurately calculate thbabilities of occurrence of the different
indices to be encoded. The source encoder assumes themliffexnsform coefficients to be Gaussian
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distributed with unit variance and then uses uniform quatittn with a given stepsize (k). The step-
size is determined by the source encoder (and decoder) andptissed to the channel encoder, i.e.,
to the arithmetic encoder in the reference system. Theig&esused to calculate the probabilities of
occurrence of the different transform coefficients (or L&Fgains) by evaluating

PUi(R)[s5(k)) = + (erfc (33(k) (itk) - 9) ~erfc (33(k) (i(k) + ) )) (5.5)

2 NG NG

if the quantizer reproduction levels are describedi@y - s;(k), i(k) € Z. The arithmetic coder, as
described for instance in [BCW90], starts by dividing thekability interval]0; 1) into smaller intervals
which correspond to the probabilities of occurrence of tiffergnt symbols. The encoder picks one of
those intervals according to the symbol which shall be eed@hd then further subdivides this interval.
The bitstream finally corresponds to one number inside thierval (usually the number the represen-
tation of which needs the least bits). The implementatiothefarithmetic decoder utilizes fixed-point
arithmetic and is based on [BCKO07]. If the GMM index shall Ime@ded, the realization is simple as a
fixed set of 16 different indices with priori known probabilities is available. This set is used to par-
tition the probability interval. The situation is differehowever for the other parameters (LSFs, gains,
transform coefficients): theoretically, an infinite numbéguantized indices can occur. For this reason,
the cumulative distribution function (cdf) is used. For ai@sian distribution with unit variance and zero
mean, the cdf can be given by

a 1 a
F,(a) = n(O)dC=1— —erfc| — | . 5.6
@= [ micrc=1- gere( ) 56)
During encoding, the arithmetic encoder selects the lowend of the selected probability interval to
be £, (ss(k) (i(k) — 1)) and the upper bound to 48, (s,(k) (i(k) + 1)).

The arithmetically encoded bitstream is then encoded wsiognventional channel decoder. The con-
ventional channel decoder can be one of the following:

¢ a feed-forward convolutional code of rat¢2 and constraint lengtli = 5 as employed in the
GSM EFR speech transmission. The generator polynomialshexgen to bé23, 33)q¢ [Pro01].
The convolutional encoder can easily cope with variableitifgiock lengths as they are provided
by the source encoder (in the constrained entropy case).

e The ratel /2 Turbo code specified by Berrou and Glavieux in [BG96]. As titerleaver has to be
prunable in the constrained entropy case (variable sizbeobitstream), the prunable S-random
interleaver described in Sec. 5.2 is utilized.

After transmission over the channel model, the receiverdiesodes the bitstream using a conventional
channel decoder (which can be either a Viterbi decoder orraoldecoder, depending on the utilized
channel code) and then reconstructs the quantized ind&ieg the arithmetic decoder, which has to
interact with the source decoder in order to get the stepsieeded to calculate the probability intervals.
In order to get an impression of the performance of the rafaresystem, a reference simulation over
an AWGN channel has been carried out. Instead of a specifio audspeech file, the source model

described in Sec. 5.1 together with the dummy decoder destin Sec. 5.1.1 has been utilized. The
simulation results in terms afymbol error rate(SER) are depicted in Fig. 5.8. By utilizing the Turbo
code instead of the convolutional code a gain of approxiltp&dB is obtained at a symbol error rate of
10~2. However, due to the small block size an error floor becomsiblei at quite small symbol error

rates. This error floor strongly depends on the S-value ofititieed interleaver (see also Sec. 2.5): the
larger the S-value the lower the error floor. If the bit errosh@bility would be depicted, the error floor
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would be lower, but as a single error might lead to a loss o€lsgomization of the arithmetic decoder,
the symbol error rate becomes considerably high.

One goal of the FlexCode baseline channel coder is to findtamative to variable-length coding, such
as arithmetic or Huffman coding. The drawback of arithmeti¢iuffman coding is that single bit errors
lead to a loss of synchronization and the resulting decodeanpeters are either completely wrong (in
the case of arithmetic coding) or insertion and deletionrercan occur (in the case of Huffman coding).
Extensive work has been performed in order to apply softsitatidecoding and iterative source-channel
decoding to variable-length codes [ThoO7b], [BHOO0], [TKORFGRO1], [GG04]. However, most of
these algorithm show quite high computational complexéyuirements and it has been shown that the
ISCD approach using small block codes presented in SecaB.Bave a similar decoding performance in
terms of symbol error rate and parameter SNR as iterativesathannel decoding schemes for variable-
length codes with a significantly lower computational coaxgily [ThoO7a].

5.5 Preliminary Baseline Channel Coder

The proposed baseline channel coder is depicted in FigBagically, the proposed system corresponds
to a specialization of the system proposed in [SVCSO08] and4#&.1. The main difference is the control
unit and the puncturing unit. The puncturing unit is maindgponsible for rate adaptation according
to the current transmission channel and the rate requiresmérhe (global) control unit controls the
selection of the block codes, of the convolutional codesd@ e puncturing, according to the source
and channel requirements.
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In the following, the FlexCode baseline channel coder vélidescribed in detail. The quantizer indices
i(k) are first truncated (as theoretically an infinite number dfdes can occur), and then encoded by
a parameter individual block code (as described in Secl}.ihterleaved and then channel encoded.
The channel encoder can for instance be a regular convaoditimde, like a rat(%- recursive, systematic
convolutional code. It has been shown [AKtB04], [AKtBO2hththe inner component of a transmission
system deploying iterative decoding should be of raté in order to be capacity achieving. Therefore,
the puncturing unit should at least puncture half of theibiwrder to fulfill this constraint if an iterative
decoder shall be employed. However, in order to be flexibiate< % code is used as not all receivers
will be able to perform iterative decoding but will use a riterative receiver, due to, e.g., power con-
straints of computational complexity constraints. On ttleeohand, the convolutional encoder can also
realize an irregular convolutional code [TH02] which pi#Eotis the frame into several sub-frames which
are encoded by individual convolutional codes. This ersablevery easy optimization of the system
performance by using the EXIT chart technique (see Sec. 2.4)

The receiver of Fig. 5.9 consists of a depuncturing unit,clvitransforms the punctured bits (which
have not been transmitted) into erasures. The followingdeccan be iterative or non-iterative and
consists of a MAP decoder. The MAP decoder is usually redlaein the logarithmic domain is then
called LogMAP decoder [HOP96]. A suboptimal approximatiethe maxLogMAP decoder, described
in [RVH95]. After deinterleaving, a soft-decision sourcecdder (SDSD) [Fin98], [FV01] decodes
the quantized indices by performing a MAP decision (see Sdg. The soft decision source decoder
can exploit thea priori knowledge of the source to estimate the quantized indicde Khowledge
utilized here is mainly the redundancy introduced by theapeater individual block code and tlee
priori knowledge of order zero, i.e., the unequal distributionhef different indices, which is given by
the stepsize and the Gaussian distribution, and can beageelby (5.5), if a stepsize is already available
for the given parameter. If the decoder shall perform moe thne iteration, extrinsic information
is generated by the SDSD [AVSO01], [Gor01], [AV05], [Cle0&kE€ also Sec. 3.2) and fed back to the
channel decoder which uses this informatioragmsiori information.

5.5.1 Parameter Individual Block Codes

In this section, first approaches for selecting the paramietividual block codes are presented. Note
that these approaches are only first experiments and do hptggent a fully optimized approach.
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Stepsize-dependent code

As (most of the) parameters are assumed to be Gaussiamudisttj the number of quantizer indices
that occur with a certain probability varies with the stepsof the quantizer. For instance, Fig. 5.10
depicts the number of different quantizer indices that oedgth probability > 10~° as a function of the
quantizer stepsize (dashed line). Let this curve be callée,). The solid line is then described by

i(35) = 2MoBa(mi(s)] (5.7)

The functionn;(ss) is given by the solid line in Fig. 5.10. Then, according to thenber of different
indices, an appropriate block code can be chosen, for exxamp([log,(n;(ss))], [logs(ni(ss))| + h)
block code, withh being the number of parity bits. The block codgs to G4 are examples foh = 1
(systematic single parity check code).

Figure 5.11 depicts the EXIT characteristics for stepsizes {ss; € R|ss = k- 0.1,k € Nand0.1 <

ss < 4.9}. A single parity check code is utilized and the code size gharas a function of the stepsize
mas described above. Of course, the quantizer entries bdettuncated by the source encoder if too
large values do occur as the proposed system is not able dtehafinitely large indices.

If the stepsizes are known, the EXIT characteristic for timeemnt block can be determined by averaging
the corresponding characteristics [Tic04], [THO2], [ARE. On the other hand, by utilizing the pdf
of the stepsizes, which can for example be approximated [8),(&n average characteristic for the
soft decision source decoder. This allows the optimizatibthe convolutional code and the respective
puncturing pattern according to the current needs. NotethligaEXIT characteristics do not reach the
(1,1) point. This behavior has already been observed in [ABCV@8]ia due to the unequal distribution
of the bits at the output the encoder. The EXIT characterisin only reach the poirtt, H(X)).

With this setup, after source encoder, the size of a framé v&able length, as due to the different
stepsizes, different block codes are utilized. Therefoitexdble interleaver, such as the one described
in Sec. 5.2, has to be used. The puncturing of the channel cadéde fixed, leading to a variable
transmission blocksize.
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The main problem of this proposed scheme can be found at tsévee side and occurs due to the
interaction between source and channel decoder as dasanils®c. 5.3. If only the GMM Index is not
decoded correctly, no valid stepsizes are delivered bydhece decoder and thus, the decoder can not
decide which block-code has been used by the encoder, tedindecoding failure. If only the first part
of the block is decoded (e.g., GMM index and LSFs), and thesstes for the rest of the block cannot
be determined, then only extrinsic information for the fiest bits of the block can be calculated. With
this little additional information however, the channetdder is not able to generate a surplus of new
extrinsic information itself. Therefore, the decodingdaf bit errors occur in the first part of the block.
One way to avoid this behavior would be to usgequal error protectior(UEP), which is frequently
utilized in conventional transmission systems, like GSMrovideo and image transmission schemes.
However, little work has been done so far on UEP for joint setchannel coding schemes with iterative
decoding.

Constant code

In order to avoid the decoding problems that occur with thevipusly presented scheme utilizing
stepsize-dependent block codes, a second scheme using:@ided is presented. All parameters are
encoded with the same block code: for the illustrative eXanpthis chapter, we chose(&, 8) single
parity check code with generator matrix

(5.8)
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This means that a maximum number2f= 128 quantizer reproduction levels can be encoded, regard-
less of the quantizer stepsize.

Figure 5.12 depicts the EXIT characteristics of the sofislen source decoder for stepsizesc {s; €
R|ss =k-0.1,k € Nand0.1 < s; < 4.9}. If the stepsize becomes larger, mareriori knowledge

is available, as the probability that the quantizer indi@eend +1 occur becomes large compared to
the other indices. However, as for large stepsizes mainly 3 @odewords occur, the entropy of the
encoded bitd7 (X)) becomes considerably small. This can be seen in the EXIT.doasmall stepsizes,
the EXIT characteristic is able to reach tfie 1) point, however, if the stepsize becomes larger, only
(1, H(X)) is reached. For a stepsize 4f), the EXIT chart reaches the poifit, 0.82). Again, either

a specific characteristic for each block can be establisgea/éraging the different characteristics or a
global average characteristic (which only changes if trewdar settings change) can be computed. By
choosing appropriate puncturing, the convolutional eecadn then be adapted to the source statistics.
At the decoder, again, the interaction between channel amdes decoder, described in Sec. 5.3, causes
some restrictions. During each iteration, the channel dieictries to decode as much of the model
as possible in order to get stepsizes which can be utilizezhlimulate thea priori knowledge in the
SDSD, for instance using (5.5). Note that the complemengargr function can be approximated by
lookup tables in order to save computational power. Duriagoding, the parity check equations of
each parameter individual block code can be evaluated (seeSac. 4.1.3) and an error detection is
performed. If an error has been detected, the stepsizehwiilicoe determined by the source decoder
will most likely be not correct and in this case no relialalgriori knowledge can be computed. In
this case, the source decoder can utilize a conventionalrgnft/soft-output block decoder (e.g., one
belief propagation iteration [HOP96], [CF02] using thexplusoperation) or an SDSD with ra priori
knowledge.

In a first experiment, no error detection has been utilizedha utilized code (single parity check code
defined by the generator matrix in (5.8)) possesses quitk emar detection capabilities. Therefore, if
wrong stepsizes are determined by the source decoder, nopaigihe measures are taken by the decoder
(such as SDSD withow priori knowledge) but the wrong stepsizes are used in order tordigterthe
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Figure 5.13: Simulation results of the proposed ISCD scheme

a priori knowledge. A comparison of the proposed scheme with thearde is given in Fig. 5.13. The
source model described in Sec. 5.1 is used together withuttmeny decoder described in Sec. 5.1.1. The
dummy decoder is set up such that the maximum failure steggreration is used. The interleaver is
an S-random interleaver withi = 20. In bad channel conditions, the symbol error rate is conalug
lower as for the reference (order 10%), such that error @nwmt in the source might still deliver an
understandable speech and audio impression. Howeveg Btebo cliff and the typical waterfall be-
havior, as would have been expected by an iterative, Tukieodecoder is not observed. An explanation
for this behavior are the completely wrong stepsizes whrehdelivered by the source decoder if the
model has not been decoded correctly. For example, if the Giléx has not been decoded correctly
in the first iteration, wrong stepsizes are generated fordbeof the frame. Therefore, the SDSD will
generate unreliable and wrong extrinsic information whéded back to the channel decoder. Therefore,
the gains expected by the iterative decoding are smalleré¢kpected. Note that however, the amount
of transmitted bits is about twice is high as for the refeestransmission. This is due to the fact that no
optimized puncturing has been applied.

It has been shown in this section that a joint source-chartwdihg scheme with iterative decoding can
achieve similar performance as the reference system whimlhvssalready near-optimum performance.
The close interaction between source and channel decodgilicates the design of the channel coder,
especially if alla priori knowledge shall be determined and utilized. The first varsicthe decoder did
not yet incorporate error detection and mechanisms to dleidise of the wrongly calculated stepsizes.
As the model is quite important for getting the correct stsgss an unequal error protection scheme
should be utilized in the future in order to have a reliabfsmission of the model and thus reliable
stepsizes for the decoding of the transform coefficients.

5.5.2 Extension towards Different Quantization Schemes

In the previous sections, the concepts of the FlexCode ehamaing scheme have been shown for the
constrained entropy quantization case with scalar quatigiz. The concept however is not restricted to
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this case, it can be easily extended to other quantizersillasavghown in what follows.

Constrained Resolution Quantization

If constrained entropy quantization is applied, a certasbodtion is fixed. This results in a variable bi-
trate of the encoded data, which can cause problems intswitiched scenarios. Therefore, constrained
resolution quantization, where the rate is fixed, resultingpnstant blocksize but variable distortion, can
be utilized. In order to remain flexible, the FlexCode sowmder does not use special, optimized code-
books for constrained resolution quantization but a unifquantizer. Before quantization, a compressor
preprocesses the signal such that it is (almost) uniforndiriduted before being quantized. At the de-
coder, the corresponding expander has to be used. Fromgthed shodel, the bit allocation algorithm
determines the number of quantizer reproduction leveld {ams the number of bits) to be used for each
transform coefficient such that the overall number of biteaims constant. As the number of levels is
fixed, an appropriate parameter individual block code cachiosen by the index assignment.

As the compressor causes the signal to be nearly uniforrslyilalited, thea priori knowledge on pa-
rameter level is almost negligible. However, due to the taitgs concerning delay and thus block size,
somea priori knowledge can be expected and thus utilized.

Non-Scalar Quantization

Instead of a scalar quantizer, vector quantization can ibeegt As the FlexCode paradigm prohibits
the use of specialized, trained codebooks, lattice veatantization may be chosen. The use of vector
guantization can be fully integrated in the proposed chiaooding scheme as the operation is being
performed on index level. However, if after channel decgdieveral indices have been decoded wrongly,
several measures can be taken in order to minimize the filistasf the reconstructed signal. One of
those measures is an optimized assignment of quantizexdhegtion levels to indices (index assignment)
[Vas07], [VTO3]. These robust index assignment techniquestudied and developed by Nokia and may
be incorporated in the final channel coder if lattice quatitan is used.

5.6 FlexCode Baseline Channel Coder

In the previous section, the basic concept of iterative aahannel decoding has been applied to a
preliminary version of the FlexCode baseline source cotlee.integration of ISCD with the constrained-
entropy quantizer has been clarified as well as the integratith the resolution constrained quantizer,
which is more or less straightforward (see Section 5.5.2).

It has been found (see Sections 5.1.1 and 5.5) that it is agilfie to perform a joint source-channel
decoding of the model parameters and the transform coeff&cid he source-channel decoder requires
knowledge about the model in order to determine the encaaingmeters of the transform coefficients
like bit allocation and utilized PIBCs. Therefore, we prepdo utilize a separate transmission of the
model parameters and the transform coefficients. The negudtructure, which defines the FlexCode
baseline channel coder is depicted in Fig. 5.14.

The model parameters, such as, e.g., GMM index, LSFs, gairgrauped and, if entropy constrained
guantization is utilized, compressed using an arithmatidec On the other hand, if resolution con-
strained quantization is employed, the arithmetic enagpdives not need to be carried out. Afterwards,
the grouped bit stream is encoded using a strong convehtibaanel code. This channel code could
for instance be an iteratively decodable code such as a Tagthe or an LDPC code. However, as the
bit rate for transmitting the model parameters is ratherlisfaeound 5 kbit/s, see [KO07]), LDPC and
Turbo codes might not be perfectly suited due to their nadtihigh error floor for small block sizes
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Figure 5.14: Block diagram of the FlexCode baseline channel coder

(see Fig. 2.8 for the example of Turbo codes). Thereforeighirbe advantageous to deploy a “conven-
tional” channel coding scheme such as the concatenatiorReka-Solomon code and a convolutional
code. This concatenation has been widely employed in egistommunication systems [CHIW98]:
The convolutional decoder at the receiver, which might batarM decoder, produces burst errors at
its output which can be effectively corrected by the Reelb®on decoder. By using puncturing of the
convolutional code, the rate and the robustness requirsncan be effectively adjusted.

The transform coefficients on the other hand are encoded thsiniterative source-channel coding sys-
tem presented above. Using the model parameters, the sencceler determines the bit allocation
(in the case of constrained-resolution quantization) erstep sizes (in the case of constrained-entropy
quantization) which is fed to the channel encoder in ordesetect an appropriate parameter individual
block code and a puncturing pattern. At the receiver, that jgécoding of model and transform coeffi-
cients, as proposed in Secs. 5.3 and 5.5 is no longer negeB#at, the model parameters are decoded
and fed to the FlexCode source decoder which determinesrdtile step sizes or the bit allocation.
This information can then be used by the soft decision sodem®der in the iterative source-channel
decoding process. In contrast to the preliminary codendised in Sec. 5.5, the source decoder has now
full knowledge about bit allocation and step sizes and cafopa the decoding without any restrictions
which considerably increases the performance of the sydtiawever, the model needs to be perfectly
known at the receiver. Therefore, the channel coding of thdehhas to be chosen such that the model
can be decoded with high reliability. Additionally, erragtdction has to be included such that appropri-
ate packet loss concealment measures can be taken by tl@oBksource decoder if the model (and
thus also the transform coefficients) has not been recewedatly.

5.7 Outlook

In this chapter, the FlexCode baseline channel coder, wigiglizes a joint source-channel coding ap-
proach with iterative decoding, has been introduced. Hewdiie concept is still at an early phase of
development due to the ongoing work in the source coder veatgge. Several open issues do exist and
shall be addressed in the future. In this section, some sktbpen issues are introduced and possible
solutions are presented.
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One major issue of the present implementation is the stmegaction between source and channel coder
introduced in Sec. 5.3. If one of the model parameters isadktevrong, no valich priori knowledge

is generated thus leading to a decoding failure. Possibbedes include the already introduced error
detection followed by a standard block code decoding witlegxloiting thea priori knowledge or an
unequal error protection scheme: a strong protection wilijpplied for the model part whereas a weaker
protection may be applied for the transform coefficientshéf model is decoded correctly, the stepsizes
are known and can be exploited for decoding the transfornffic@mts. An unequal error protection
scheme can also be beneficial for the reference channelgegétem deploying conventional channel
decoding and arithmetic decoding. If a bit error occurs i bleginning of the block, the arithmetic
decoder will most likely fail to decode the rest of the blockherefore it is advantageous to better
protect the beginning of the block and have a degrading padnce towards the end of the block.
Several wrongly decoded transform coefficients might hags Impact on the perceived audio quality
than wrongly decoded model parameters such as LSFs or gains.

A second possibility to overcome the problem of wrongly afsmb model parameters might be to use
a twofold channel coding scheme. The model is encoded usstigag conventional channel coding
scheme such as Reed-Solomon codes, strong convolutiodes @y even Turbo codes optimized for
small block lengths. This is mainly a joint optimization plem of finding a suitable good together with
a good interleaver [WKO0O].

One major issue is the complexity of the proposed scheme t®ile iterative behavior of the decoder,
the decoding complexity is scalable within certain limitdowever, complexity measures have to be
carried out in order to measure the complexity of the curchiainnel coding and decoding scheme and
to compare the complexity with known channel coding schemes

Finally, if the concept of multiple description coding dhlaé used in the source coder, the concepts
presented in Sec. 4.2 can be extended for working with thelineschannel coder.
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Chapter 6

Practical Realization

In this chapter, the realization of the baseline channekecalbriefly outlined. The FlexCode channel
coder is a more or less independent software modul whickfwams the output of the FlexCode source
encoder [Fle08] in such a way that a successful transmissaonbe performed using the FlexCode
channel model [Fle07a].

Figure 6.1 depicts the realization of the transmissionrclai the reference transmission system intro-
duced in Sec. 5.4 using constrained-entropy quantizalibe.source encoder delivers quantized indices,
stepsizes needed for determining the probabilities of mcme as well aa priori information such as
the GMM. After generating a bit stream by the arithmetic ccated channel coding, the channel coded
bitstream is transmitted over the channel model. The owpthe channel model is decoded in order
to reconstruct a bitstream which is then decoded using titiereatic decoder. As the arithmetic de-
coder needs the identical stepsizes as the respectivearinader to invert the encoding operation, the
source decoder has to continuously interact with the agtitmdecoder to deliver new stepsizes. This
interaction has been described in Sec. 5.3.

On the other hand, if constrained resolution quantizatsoutilized, the arithmetic coding and decoding
depicted in Fig. 6.1 is no longer needed. The source encadigers the indices as well as information
about the bit allocation to the channel encoder which cam ¢femerate a channel encoded bit stream. At
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Figure 6.1: Realization of the interface between WP1 and WP2 for theeat® transmission system
described in Sec. 5.4
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the receiver, the arithmetic decoder is also no longer rieetlee source encoder can also be configured
such some parameters are quantized with constrained tieso(e.g., the model parameters) and the
other with constrained entropy (e.g., the transform cdefiis).

Figure 6.2 depicts the transmission chain of the baselia@reé coder introduced in Sec. 5.6. Via the
interface, the channel coder receiver the quantized isdi€¢éhe model parameters and the transform
coefficients as well as the information needed for the indesigament: stepsizes or bit allocation,
according to the chosen quantization. At the receiver, ti@nel decoder interacts with the model
as described in Secs. 5.3 and 5.6. After having decoded tldelnmtbe channel decoder receives asl|
necessary information to decode the transform coefficients
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Chapter 7

Conclusion

In this report the baseline FlexCode channel coder has bdsydiiced. After a small initiation to
modern, iterative channel coding and decoding technigbes;oncepts of soft-decision source decoding
and iterative source-channel decoding, which are an iakggart of the FlexCode channel coder have
been introduced. Several advancements helping to impravéexibility as well as the computational
complexity requirements of iterative source-channel decss have been shown in order to introduce
the baseline channel coder. The baseline channel codemisazed to a reference channel coder which
does already feature an inherent flexibility. It has beenvshihat the proposed approach can compete
with the reference approach, deploying state-of-the-arbd codes jointly with arithmetic coding. This
report however only outlines the concepts of the FlexCo@dehl coder as the source encoder still is in
development. However, the final concept will be based uperctimcepts presented in Chapter 5, with
the respective modifications in order to fulfill the requiests of the source encoder. Finally, after a
brief explanation of the practical realization aspects,réport concludes with Appendix A where some
theoretical results are shown. These results were obtalnedg the FlexCode project and are of a
certain utility during the design and the optimization ofteaenel encoder with a decoder based on the
Turbo principle.
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Appendix A

EXIT Characteristics of Feed Forward
Convolutional Codes

Introduced in [tB99], EXIT charts have become an important for the convergence analysis of con-
catenated systems with iterative evaluation of extringicrimation at the receiver. EXIT characteristics
plot the mutual informatior® of the extrinsic output of a decoder as a function of the mitinfar-
mation (2P of thea priori input.

To clarify notations, Fig. A.1 shows the block diagram of aA'Echart measurement circuit [AKtB04]
for a feed forward convolutional code employed in a parati@hcatenated (PC) iterative decoding
scheme or as inner component in a serially concatenated i{&@)ive decoding scheme. A binary
sourceS generates a vector of binary data bits. The vector is encoded to a vectgr using a convo-
lutional encoder. After transmission over a communicatibannel the MAP SISO decoder [BMDP98]
receives a possibly noisy vectar Here, the communication channel consists of BPSK modunatiith
symbol energyss; = 1, AWGN with noise variancefl = Ny/2, BPSK demodulation, and conversion to
L-values [HOP96]. The MAP SISO decoder receives additiar@iori information on the data bits
from the extrinsic output of the (notional) second constitiuidecoder of the iterative decoding scheme.
This information is modelled by thextrinsic channelwhich adds Gaussian noise with defined mean
and variance [tBOla], [AKtB04] to the bipolar represematiof those bits. Note that the inputs and
the outputs of the MAP SISO decoder are representet-esues. The MAP SISO decoder outputs
extrinsic information on the data bits®! (%) and extrinsic information on the encoded it (y).

In our case, the mutual information of interest to compute EXIT charts is thea priori mutual in-
formation 712"l — (X L[)";p']) and the extrinsic mutual informatioA®d = 7(X; L[;Xq). Note thatx

is a realization of the random proce&sand accordinglyL®¥(x) and L[#1(x) are realizations of the
corresponding random process(é%xﬂ andL[;(‘p'].

X y Comm. | Z _ L ()
@ | Encoder channel | MmAPSISO [

Extrins. | n _|  decoder (?,L[exq(ﬁ)
channel >)
1 [api (}A() Jlext]

|/

|/

I[apri]

Figure A.1: Block diagram showing the measurement of the EXIT chart offAePNEISO convolutional
decoder [AKtB04]
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Figure A.2: EXIT characteristics of different feed forward convoluidd codes for
Es/No =1/(202) = —5dB

Figure A.2 shows the EXIT characteristics of different rateé and ratel /3 feed forward convolutional
codes acting in a parallel concatenated system or as inderin@ serially concatenated system, i.e., the
input to the decoder consists of thg@riori knowledge on the data bits and of the received channel values
of the encoded bits; the decoder generates extrinsic imfbomZ ! (%) for the data bita1. As visible

in Fig. A.2, the characteristics do not reach the pgift*"l = 1bit , /& = 1 bit) which is needed

for perfect decoding. Table A.1 lists the maximum mutuabiniation for perfect priori knowledge
(i.e., 112"l — 1 bit) for the codes of Fig. A.2. An easy to understand explanatf this behavior and an
expression to analytically compute the mutual informatitsif! for 718P = 1 bit is given in Section A.1.

Table A.1: Measured maximum mutual information for the codes in Fig.2 Aand
Es/Ng =1/(202) = —5dB

Generator polynomials 7[¢x1
Jlapril—1

(3,2)s 0.7038

(7,5)s 0.8595

(17, 15)s 0.9316
(17,15,13)s 0.9764
(23,35)s 0.9324
(53,75)s 0.9665
(133,171)s 0.9762
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A.1 Maximum Attainable Mutual Information

It has already been observed in [tBO1b] that the EXIT charéstics of feed forward convolutional codes
do not reach®U = 1 bit for 71" — 1 bit. The explanation given is based on the fact that the ¢ogpl

of the bits is limited by the constraint length of the code. §filee a more detailed explanation of this
behavior using the Trellis representation of the convohal code. In Section A.1.2, we consider the
problem theoretically and provide an analytical solutionthe maximum attainable mutual information.

A.1.1 lllustrative Explanation

The behavior of imperfect mutual information if perfextpriori knowledge is available can best be
visualized using the Trellis representation of the cortiohal code. Figure A.3 depicts parts of the
Trellis diagram of a memory = 2 feed forward convolutional code. Without loss of geneyaldue

of the linearity of the code), it can be assumed that thealb-path has been encoded and transmitted.
Determining the extrinsic information far, at time instant means determining the probability that the
estimated data bit;, at time instant is either0 or 1 if a priori information on the data bits;, is available

at all time instants except fdr. If we take a look at Fig. A.3, we see immediately that, if iperfectly
known that the all-zero data sequence has been $@fit! (= 1 bit), the decision at instarit cannot be
determined by purely considering theriori knowledge at all time instants excéptHowever, in order

to compute the extrinsic output at instantthe decision ori, has to be made using the channel output
only. This decision is not influenced by theriori knowledge as the (perfectly known) inputs at instants
k+ 1, k + 2, etc. lead to the same inner state of the convolutional esrcafier./ inputs (due to the
non-recursive structure of the code).

In the case of recursive convolutional codes, however, fardifit data input;, at time instantt and
identical, perfectly known inputs at subsequent instantsiat lead to the same state aftérinputs,
resulting from the recursiveness of the encoder as showiginA4. A different decision at instark,
followed by perfectly known data bits leads to a differen¢llis path which does not end in the same
state. Thus, if the encoder is terminated (i.e., the engpostiops in a defined state) and the input veator
is of finite length, perfeca priori knowledge leads to a non-ambiguous decision on the extringput

at instantk. If the recursive code is not terminated, similar effecténathe case of feed forward codes
are observed, i.e., no perfect extrinsic information caigdmerated even if perfeetpriori knowledge

is available. Nevertheless, the remainder of this appemdionly focus on feed forward convolutional
codes.

WU s B k+3
01 e : .
10 : l .
11 - ‘ ‘ . . .
" Decision — I =
—————— » :Ijk; =

Figure A.3: Extrinsic Decision if perfecéa priori knowledge is available in the case of a memary: 2
feed forward convolutional code
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A.1.2 Theoretical Results

Definition A.1.1 Let C be a rater = 1/N feed forward convolutional encoder with time-domain gen-
erator matrixG. Letx(!) = (1,0,...,0) be a weight one input vector of Iengﬁh+ 1. The vectox(V)

is encoded by to the code vectoy) = x(VG = ( M WM - ) with 4" € {0;1}. The vectoy®

is also denoted as the impulse response of the convolutartd. The Hamming weight of the impulse
response vectoyV) is defined a$D¢ and it holds

N(J+1)

Z gD (A.1)

Theorem A.1.2 Given arater = 1/N feed forward convolutional codeéwith memory/ and transmis-
sion over an AWGN channel with noise variancg the L-values of the extrinsic MAP SISO decoder

output LI®¥ (%) show a Gaussian distribution with mean; = 2DC and varianceo?, = 2up = 4DC if
perfecta priori knowledge on the equiprobable data hitss avallable (i.e..J2PM — 1 pit).

Proof (This proof uses intermediate results from [KHCP6]

Let  x© =" .. 20 ) =(,...,0) be the all zero vector and

xM = (z{V 2 xf,lll) (1,0,...,0) a weight one input vector. The length of the input
vectors can be restricted b+ 1, as after/ identical inputs, the feed forward convolutional encodér w
have the same inner state. l@tbe the time domain generator matrix of the feed forward clutiomal

codeC. Encoding both vectors(®) andx(") with C produces the outputs

0 0
v — xO G = <yg>,m,ygvgj+l)>:(o,o,...,o)

1 1
y(l) = X(l)G (yg )7 s 7y§\72J+1)> '

Let X@ = (x;“, .. xﬁl) = (0,0,...,0), i € {0;1}, denote the vector of lengtl which does not

contain the first element of eitherf® or x(!). Due to the linearity of the convolutional code, it is
sufficient to perform the proof for the all-zero vector only.
The encoded vectoy®) of length N(.J + 1) is BPSK modulated onto the vectgt?) with elements

(0) =1- 2y(0) +1, k=1,2,...,N(J + 1) andy™) is modulated ontg;(!). After transmission
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over a channel with additive white Gaussian noise of zeravaed variance> = Ny /2, the vectotz(?)

is received withi(¥) = §(® + n, andn = (n4,...,nx(;41)) denoting the noise vector. The extrinsic
outputs of the MAP SISO decoder are the probabilities thatidtoded data hit, is either 0 or 1 under
the condition that priori knowledge on all data bits except the one at positi@nd the entire received
sequencé®) are available. Without loss of generality, it is sufficiemtbnsider only the first bit position
of the vectors, as a consequence of the linearity of coreslak codes. Using the Bayes theorem and the
assumption that the data bitg are equiprobable, the extrinsic probabilities can be esgm@ as (with

¢ € {0;1}) [KHCO6]

p (50 x)

— 17O, (0)
Pl =7 x0) = D G0 x0) 4 p 20x0)

with

e 20',21

>N(J+1) NI+ 2

k=1

1
5(0)15(0)) —
p(Z [x )—<
\V2mwo,
N(J+1)

. 1 N(J+1) _("r@+dr@)2
p<z(0)|x(1)) _ (mg > . H o208

k=1

andd;, elements of the vectat = (@ — (1) i.e.,d;, € {0;+2}. Using vector notation, the extrinsic
probabilities can be expressed as

[n+d|*~|n|?
X "1+ exp (IRl '
+ exp 202
1
P(i = 120, x9) = (A.3)
\ 1+exp (7‘n+d|2% ‘n|2>

with [nf2 = "N 02 and n + d|? defined similarly. By using (A.2) and (A.3) the extrinsic

valuesL[® (%) can be determined as

£®(3)) = La [0, x(7) (A.4)
o [FEZ0E05)
P(iy = 1]z 0>,x§1>)

_n+dP—np?
B 202 '
The factor/n + d|?> — |n|? can be further simplified

N(J+1) N(J+1)

m+d?—nf= ) (ng+d)’ Zn

k=1
N(J+1) N(J+1)

=2 Znﬁd + ZdQ

(J+1)

=2 Z n,{d,{+4Dc,
k=1
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N(J+1 2

using the fact thap _, = 4D (see definition ofD¢). Therefore, we obtain

_ N(J+1
L(#1]2©, §1 _2—+ Z (A.5)

Equation (A.5) states that the-values of the extrinsic output are composed by the sum ofhted
Gaussian distributed noise values and an offéat /o2. A random process composed by sum of Gaus-
sian distributed processes is again a Gaussian proces@[PUte mean of the resulting process is the
sum of the means of the sub-processes and the resultingiearigthe sum of the sub-processes’ vari-
ances. As the noise samples have zero mean, the process resulting from the sum of akk rsaisples
has zero mean. As a consequence, the mean df-tf@ues is only determined by the offset in (A.5) and
the meanu g of the L-value distribution is thus

Dc
pE =2— .
Un
The variance of the noise samplesis o2, but as the n0|se sampleg are scaled by, /o2, the variances
of the scaled samples in the sum (A.5) amouniﬁo %2 = d2 /o2, Therefore, the total varianeg, of
the L-value distribution is

N(J+1) N(J+1) _

Corollary A.1.3 Given a feed forward convolutional code the hard decision bit error probability
of the extrinsic output after transmission over an AWGN deawith noise variancer? and after

MAP SISO decoding is given tﬁﬁe’“] | o, = 3erfc < \/D—C> under the condition that perfeatpriori

\/50'71
knowledge on the data bitsis available (@1 = 1 bit).

Proof Due to the linearity of the convolutional codg it can be assumed, without loss of generality,
that the all-zero codeword has been sent. It is known fronoiidma A.1.2 that the pdf of the extrinsic
information, given that the all-zero codewoxd” = (0,0,...,0) has been encoded resulting in the
transmitted BPSK modulated vectpt®) = (+1,+1,. +1) is Gaussian distributed with mean; =

2DC and variance?, = 4DC Thus, the bit error probablllty of the extrinsic output dendetermined as

0

1 _(5—#'25‘)2
= | pp(§)d¢ = / e B dg
Jlapril—1 / (©) V2mog

— 00 —00

:%erfc(\/’ng> lerfc(\\//_Z) O

Corollary A.1.4 The mutual informatio/® between the data bits and the extrinsic output of the
decoded bits (L-value representation) of a MAP SISO decoder for a feed fatwanvolutional codé&,
given the conditions that perfeatpriori knowledge on the data bitsis available (4 = 1 bit), that the
data bitsu are equiprobable, and that the transmission is performedaiorAWGN channel, depends
solely on the noise variancg? and on the Hamming weighibc of the impulse response. This mutual
information can be expressed as

Pb[ext}

.ga"—ch)2

lext] —1_ 8bcor  |d (1 + e*&) de.

lapril —1 2V 87TDC /
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Proof Due to the linearity of convolutional codes, we can assunitgowt loss of generality, that the all
zero sequence has been encoded and thustthet1...,+1) sequence has been transmitted. There-
fore, according to Theorem A.1.2, tlievalues of the extrinsic decoder output show a Gaussiari-dist

bution with meanug = 2% and variancer?, = 4%. According to [tBO1a], the mutual information
I can then be expressed as

+oo
~((€—np)?/(20%)
ey =1 [ ¢ Id (1 +e¢) de. A6
(or) Ty (1) e (A6)

Substitutingup = 2% ando? = 4% into (A.6) proves the corollary. [

A.2 Numerical Simulation Results

Figure A.5 shows the result of Corollary A.1.4, i.e., the oaltinformation of the extrinsic output of a
MAP SISO decoder of a feed forward convolutional cddé perfecta priori knowledge is available.

It can easily be seen that the upper right point of the EXITratiristic (i.e.,/®U = 1bit, given
118l — 1 bit) can closely be reached only for largg and in good channel conditions. For terminated
(or tailbiting) recursive convolutional codes, this plodwid be a flat surface, @S¢ tends to infinity in
the case of recursive codes [KHCO06].

Figure A.6 shows the hard decision bit error probabilityhaf extrinsic output of the MAP SISO decoder
if perfect a priori knowledge is available[?”] = 1 bit). The maximum mutual information of the
EXIT characteristics in Fig. A.2 (see also Table A.1) candsroff in Fig. A.5 using the information in
Table A.2. Table A.2 also contains the calculated valueg)[?ﬁ’] and 7t | i, for achannel quality of

1

Jlapri]

I[ext]

D 1 -20
Dc L (4B

Figure A.5: Mutual information of the extrinsic output as a function bianel quality andc
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Figure A.6: Hard decision bit error probability of the extrinsic outpdior 7P = 1 bit
(Dc = 3,5,7,9,10)

% = —5dB. It can be seen that the calculated maximum mutual infoomalmost perfectly matches
the measured values of Table A.1. The differences can baiegpl by numerical inaccuracies during

the measurement and/or by the finite histogram resolution.

To conclude, in this appendix we analyzed the behavior of2K€T characteristics of feed forward
convolutional codes. Simulations have shown that the nhimf@rmation at the extrinsic output of a
MAP SISO decoder for feed forward and non-terminated réeeionvolutional codes does not reach
110 — 1 pit if perfecta priori information is available — a fact that has already been niotéie litera-
ture. We give an analytical expression of the attainablaualubformation if perfect priori knowledge

is available for the case of feed forward convolutional dehis maximum attainable mutual informa-
tion solely depends on the channel noise variance and thertitagmweight of the code impulse response.
We give an easy explanation of this property using the Eredpresentation of the convolutional code.

Table A.2: Impulse response Hamming weights for some selected cdinadll codes and numerical
results forE, /Ny = 1/(202%) = —5dB

Generator polynomials memory.J | D¢ Pb[exq texq .
Tlapril—1

(3,2)s 1 3 | 0.0842 0.7038

(7,5)s 2 5 | 0.0377| 0.8592

(17,15)s 3 7 |1 0.0177| 0.9315

(17,15,13)g 3 10 | 0.0060 0.9762

(23,35)s 4 7 | 0.0177| 0.9315

(53,75)3 5 9 | 0.0085 0.9662

(133,171)s 6 10 | 0.0060| 0.9762
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Furthermore, we have shown that the extrinsic output of a MARO decoder is Gaussian distributed
if the channel noise is Gaussian, the data bits are equipbl@band thea priori information on the data
bits is considered to be perfect. Additionally, we have\g=tian analytical expression of the mutual
information attainable if perfec priori knowledge is available as well as an expression of the hard
decision bit error rate of the extrinsic output in this caSi@ally, an evaluation of different codes and the
verification of the theoretical results has been presented.
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